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ABSTRACT 

 Automatic Speech Recognition has been a goal of research for many decades. Many research works have been 

developed successfully for automatic speech recognition (ASR) of English language. ASR for European languages has not 

reached their height as ASR in English language. In this work, an implementation of Tamil based automatic speech 

Recognition System is developed. The ASR has many phases to perform the recognition process. A novel Tamil speech 

recognition system has been proposed in this work which reduces the complexity and the vocabulary size of the 

recognition model by applying segmentation at different phases. The temporal features like short term energy, zero 

crossing rate and the feature vectors based techniques like Mel frequency Cepstral coefficient, linear predictive coding are 

used for the segmentation. The sound attributes such as Sound Intensity Level, Time Duration and Root Mean Square are 

used to enhance the effectiveness of the Tamil speech recognition system. 

  
Keywords: temporal feature based segmentation, varied length maximum likelihood, speech outlay, normalization of speech, accuracy, 

computational time. 

 

1. INTRODUCTION 

        The grapheme of Indian languages has originated 

from the ancient Brahmi script. The basic speech sound 

units and basic written form have one to one 

correspondence. An important characteristic of Indian 

language grapheme is their phonetic nature. The characters 

were the orthographic depiction of speech sounds. A 

character in Indian language scripts has been close to 

syllable and can be usually of the following form: C, V, 

CV, CCV and CVC, where C is a consonant and V is a 

vowel [1] [2]. The rules necessary to map the letters to 

sounds of Indian languages are almost in a straight line 

ahead. All Indian language scripts have common phonetic 

base [3]. Most of the Indian languages are syllable centric. 

It is intended to make a study of emergent of a speech 

recognition system at Syllable level. 

 

Related work 

 The mode of communication like gesture, eye 

contact, sign language, written communication and vocal 

communication were being used by human beings for 

sharing thoughts and information to other people. The 

vocal communication has being one of the comfortable 

modes of communication [4], speech has been used for 

computer human interface. The automatic speech 

recognition has gained continuous attention in research 

field for more than five decades [5]. The Tamil speech 

recognition has its own challenge, because of the large 

character set, high grammatical rules [6], and varied 

accents [7]. Many research works have been carried out in 

Tamil speech recognition in the fields like varied 

recognition units [8][9][10], segmentation of the speech 

into subword units [11][12][13][14], designing the 

language model [15] and designing the decoder etc[16]. 

The Tamil speech recognition based research needs more 

enrichment as the English language. 

 

 

Tamil speech recognition system 

 Tamil is one of the ancient languages which have 

been in practice for many centuries. The automated speech 

recognition system has been developed for Tamil language 

for many years. A glimpse of the Tamil based Speech 

Recognition is given below with the latest decade works, 

their main technology designed and the contributor of that 

work.  

 A segmentation procedure using a minimum 

phase group delay based approach was designed by T. 

Natarajan and his team to segment the spontaneous speech 

into syllable units [17]. The minimum phase signal was 

derived from the short term energy function, and then the 

group delay function finds the peaks of the spectrum. 

An isolated word recognition system based on 

Neural Networks combined with the dynamic 

programming algorithm was designed by S. Saraswathi 

and T. V. Geetha [18] to increase the recognition rates.   

A group delay based two level segmentation and 

rule based text segmentation approach was used in the 

Speech Recognizer which has the subword unit as syllable 

was designed by Lakshmi A and Hema A Murthy [12] to 

segment speech data and text. In the first level, the speech 

data was segmented into polysyllabic units using coarse 

grain window and at the second level, the segmentation 

was performed using fine grain window.   

 A spoken Tamil Character Recognition System 

was built by M. Chadrasekar and M. Ponnavaikko [16] 

which used Back Propagation Network (BPN) and the 

acoustic features of individual characters of Tamil 

language to perform the recognition process. 

 The word was decomposed into morpheme units 

by S. Saraswathi and T. V. Geetha using the language 

model [19]. The trigram language model and the katz 

backoff smoothing effect were used in the system to 

improve the performance of the system.  

 In Syllable based Continuous Speech 

Recognition for Tamil [13], R. Thangarajan and A. M. 

http://www.arpnjournals.com/
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Natarajan have given an algorithm which leverages 

linguistic rules of Tamil to identify poetic syllable in a 

Tamil word. The syllable in Tamil is built with 

combinations of short vowel (Kuril), long vowel (Nedil) 

and Consonant (Mei eluthu). The algorithm segments the 

given utterance into syllables using the syllabic rules of 

Tamil Language which consist of eight patterns. The 

algorithm showed a result of 80% accuracy. 

 P. G. Deivapalan and A. Hema Murthy [20] 

designed a syllable based isolated word recognizer which 

uses a group delay algorithm to segment the word into 

syllables. During training, syllable models were used and 

in testing the speech signal was segmented into syllable 

like units. An edit distance based approach was used to 

identify the word. 

 In automatic Speech Recognition, the phone has 

been the preferred subword unit [11]. Syllable a larger unit 

to phone has the problem of contextual variations. A group 

delay based two level segmentation was used to segment 

the speech into syllable units [21]. The Ngram language 

model was used as a post processing step to perform the 

syllable search.  A Syllable modeling in Continuous 

Speech Recognition for Tamil language [22] was built by 

R. Thangarajan, A. M. Natarajan and M. Selvam, a 

syllable based model with prosodic syllable was proposed. 

 The language model was used at the 

segmentation phase, recognition phase and syllable, word 

level error correction phase. The ambiguity in the 

recognized phonemes were reduced by using inter and 

intra word based language models [15]. A strategy for 

recognizing oral words in Tamil language has been 

developed by A. N. Sigappi and S. Palanivel [23]. The 

strategy has been evolved using HMM and Auto 

Associative Neural Networks (AANN) models. The 

strategy was constructed using the Mel Frequency 

Cepstral Coefficients features obtained from the speech 

signal.  In SRS built by Durai Murugan and his team [10] 

with medium size vocabulary, the system was trained with 

21 speakers and the recognition accuracy was 84%. DTW 

based Speech Recognition System has a good accuracy for 

isolated Tamil Digits [8] [9].  The performance of the 

DTW is better for smaller corpus and is speaker dependent 

[24].  

  A phoneme based Context Dependent Acoustic 

model for Medium Vocabulary Continuous Speech 

Recognition in Tamil [25] was built by R. Thangarajan 

and his team. The vocabulary consists of 1700 unique 

words and a pronunciation dictionary with 44 phones was 

designed in this work.  Identifying the language of the 

spoken utterance was done using the Discrete Hidden 

Markov Model (DHMM) by M. Sandhanam and his team 

[26]. The approach was designed to identify Indian 

languages like Telugu, Tamil, Hindi, Marathi, Malayalam 

and Kannada. A new chat system ‘Tamil Vayadi’ [27] 
which gets the voice input and converts it to text and 

transfer to the receiver in a serialized form by R. Sridhar 

and his team. The phoneme based unit was used as the 

recognition unit. A bigram language model was used for 

converting the speech to text.  

 The newspaper reading system was designed by 

J. Stephen and his team using the speech recognition, 

speech synthesis and web [28] to help the visually 

challenged and illiterates. The system has been designed 

to support the languages like Malayalam, Tamil, Hindi and 

English.   

 

Need for syllable based Tamil speech recognition 

system 

 Syllable is a larger unit than a phone since it 

encompasses two or more phonemes [29]. The onset, the 

nucleus and the coda or rhyme makes a syllable [30]. The 

nucleus or the central part is not context dependent. The 

onset and coda may be dependent of the context. In Tamil 

language, a word is made of one or more syllables called 

Asai [7]. So when a syllable is used as a recognition unit 

for large vocabulary, it may lead to good recognition 

system with improved accuracy. 

 There are only few cases where a syllable may 

consist of a single phoneme only. Hence the problem of 

severe contextual effects present in phones is relatively 

reduced in syllables [31]. The pronunciation variation is 

more systematic in the level of syllable. The onset and 

nucleus of a syllable are not much contextual dependent.   

 Tamil Language is composed of greater 

grammatical rules in nature. The words in Tamil language 

can have same root with varied prefixes and suffixes. So 

models could not be effectively trained using a small set of 

training data. The problems in Tamil ASR due to 

inflectional morphology and OOV words could be solved 

using a morpheme based language models. Even though 

morpheme based language model performs better than 

trigram, bigram models, the accuracy of the morpheme 

model is the major issue. So a syllable based model is 

chosen in the proposed work. 

 

2. PROPOSED MODEL – A NOVEL ADAPTIVE 

SPECTRAL FRAGMENTATION APPROACH 

FOR TAMIL SPEECH RECOGNITION 

  The main methodologies proposed in this work 

are Word Category Identification, Word Segmentation, 

Character Segmentation and Time Normalization whose 

detailed explanation of each methodology has been given 

in the successive sections.  

The proposed model of Tamil Speech 

Recognition uses syllable as a recognition unit. The model 

has three major new methodologies proposed for the 

segmentation and normalization of speech respectively. 

The input utterance has to be preemphasised and then the 

endpoint detection using Mahalanobis Endpoint Detection 

algorithm. The algorithm uses the mean and variance to 

compute a mahalanobis distance [32]. The speech signal 

could be a connected speech which was divided into 

separate words using temporal characteristics. The isolated 

word was still fragmented into characters using the 

proposed algorithm Varied Length Maximum Likelihood 

[33][34][35]. The segmented characters were classified 

using the Gaussian Mixture Model and the syllables were 

formed using the prosodic syllabic rules[36][37][38][39]. 

http://www.arpnjournals.com/
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The syllables were trained using the HTK tool. The same 

procedure was followed for the testing phase also.  

 

3. SEGMENTATION OF CONNECTED WORD 

USING DYNAMIC THRESHOLDING 

SEGMENTATION (DTS) AND TEMPORAL 

FEATURE BASED SEGMENTATION(TFS) 

 

Segmentation using dynamic thresholding 

 The connected word could be segmented using 

the techniques like K-mean clustering, fuzzy C-means 

clustering and Ostu thresholding method. The Ostu 

method has been implemented in image segmentation. The 

approaches like blocking black area and boundary 

detection were used to perceive the boundaries of the 

connected speech. The Dynamic thresholding 

segmentation (DTS) method was implemented for 

continuous speech [40][41][42]. The continuous speech 

was segmented into words as words have well defined 

acoustic representation.  The technique was incorporated 

for connected speech in this work. 

   

Temporal feature based segmentation  

 The speech input was segmented using the Short 

Term Energy (STE). The speech wave signal was split into 

many frames and for each frame the short term energy was 

calculated using equation 1 [40].  
 

       (1) 
 

where N is the length of the sampled signal, s(n) 

is the amplitude of the speech signal. 

 The Frame with Short Term Energy less than a 

threshold value was found and that frame was identified as 

the edge of each word in the connected word speech. The 

voice activity detection was done to identify the end 

points. The signal was divided into n frames of size m. 

The frames whose energy is down the threshold value 

were identified. The consecutive frames which have the 

short term energy less than threshold value were discarded 

and only the first frame of the consecutive frame was 

considered as the boundary. This process was used to split 

the connected speech into words.  

 

4. CHARACTER BOUNDARY IDENTIFICATION 

USING MAXIMUM LIKELIHOOD (ML) AND 

VARIED LENGTH MAXIMUM LIKELIHOOD 

(VLML) ALGORITHM 

 

Maximum likelihood (ML) algorithm 

 The maximum likelihood segmentation is a 

feature vector based segmentation approach. The 

uniqueness in spectral properties within a region is 

identified with the Maximum Likelihood algorithm. The 

feature extraction for each frame is calculated where each 

frame has the size as 25ms. The segment is made up of 

one or more frames [14]. To segment the frames, spectral 

distortion is used which is the deviation in the spectral 

properties. The spectral distortion within a segment should 

be small. The deviation is manipulated using intra segment 

distortion (δ) and generalized centroid (μ) [43]. The intra 
segment distortion (δ) was given by equation 2.  
 

      (2) 
 

where i and j are the first and last frames of the 

segment, d is the positive distortion measure. The d is the 

Euclidian distance between the n
th

 frame (xn) and the 

centroid of each segment (μ). The equation 3 specifies the 

formula to calculate the centroid of each frame and μ′ 
represents the generalized centroid of all segments. 
 

     (3) 
 

Varied length maximum likelihood (VLML) 
 The maximum likelihood algorithm has the 

limitation that it imagines the size of each segment as 

same which is not practically feasible. The length of short 

vowel will be lower when compared to long vowel. So the 

necessity of an algorithm which considers each segment 

length to be different was more. The proposed method 

uses the formants to find the length of each segment to 

find the character boundary.  

 To overcome the drawback of the maximum 

likelihood algorithm, the proposed methodology uses a 

varied length segment. To identify the length of each 

segment, the formant values were used. Based on the first 

three formant values, the length of the each segment was 

fixed and the accurate length was identified using the 

baseline Maximum Likelihood algorithm. 

 

5. IDENTIFICATION OF SPEECH OUTLAY AND 

NORMALIZATION OF SPEECH 

 

Identification of speech outlay 

 The speech rate of the input signal was computed 

using sound attributes like sound intensity level, root mean 

square and the time duration. The range of these attributes 

was fixed by manipulating the attribute values for the 

training speech signals with various speech rates. The 

signals within the range of these attributes were found to 

be normal speech. The signals out of these ranges were 

treated as slow and fast speech signals. The range is given 

in the Table-1. The time duration of a slow signal would 

be obviously more because the duration of each phoneme 

would be more in the slow speech signal. 
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Table-1. Limits of the speech outlay for a normal speech 

signal. 

 

 
 

Normalization of speech  

 To make the speech a normal one, the time 

normalization is carried out which uses the scaling factors 

to perform time scale modification [34]. The rate of 

speech is used to identify the variation in speech rate. The 

speech signal was classified as fast or slow or normal 

speech. The fast speech signal was stretched and the slow 

speech signal is compressed by applying the scaling factor 

[44]. No change was made for a normal speech signal. The 

process of altering the speech signal either by expansion 

or compression using the scaling factor is called as Time 

Scale Modification. If ROS computed with the equation 4 

is larger than the normal range, it is treated as fast signal 

and if smaller than the normal range, then the speech 

signal as slow. The threshold is found by manipulating the 

rate of speech for a normal signal which is characterized 

by using the PRAAT tool. 
 

       (4) 
 

6. RESULT AND DISCUSSION  
 The evaluation of the proposed models was 

manipulated using the computational time and the 

accuracy. 

   

Accuracy 

 The accuracy could be measured using the 

measures like Word Error Rate (WER), Correctness 

Percentage, False Detection Percentage, Match Error Rate 

(MER) etc. The accuracy of segmentation algorithms 

could be measured using the Missing Detection 

Percentage (MDP) and False Detection Percentage (FDP) 

[45]. The MDP and the deviation from the manual method 

were the measures used in this work to measure the 

accuracy. The accuracy of the procedure was manipulated 

by finding the boundary frame number of each segment 

using the proposed model and the segmentation boundary 

found manually. The deviation was calculated by the 

difference of the manual method and the proposed 

segmentation procedure. The Missing Detection 

Percentage is measured by finding the percentage of the 

number of frames missed from boundary detection divided 

by the actual number of frames which is given in equation 

5 [45]. The false detection percentage is the percentage of 

number of segments detected incorrect by actual number 

of segments. The FDP was computed using equation 6. 
 

      (5) 

 

    (6) 

 

 Accuracy of DTS and TFS 

 The edge between each word in the connected 

speech was found using the existing method dynamic 

thresholding segmentation and the proposed method 

temporal feature based segmentation. The performance 

accuracy was computed by identifying the deviation from 

the boundary position found manually from the connected 

speech signals with the help of audacity tool which is 

shown in Table-2. It could be noticed from the Figure.2 

that the deviation was less in TFS compared to the DTS 

algorithm.   

 

Table-2. Edge points of each word in the connected 

speech manipulated using DTS and TFS. 
 

 
 

The deviation was less by 0.69% in the proposed 

TFS algorithm. The missed detection percentage of the 

proposed TFS algorithm was lesser than the DTS 

algorithm as shown in Table-3. The MDP in temporal 

feature segmentation was 8.9% less than the existing 

dynamic thresholding segmentation algorithm. 

 

Table-3. Missed detection percentage of the DTS and TFS 

algorithms. 
 

 
 

Accuracy of ML and VLML  
 The boundary points manipulated for sample 

words using the VLML and ML algorithms were 

compared with the boundary points identified manually 

using the Audacity. It could be noticed from the table that 

http://www.arpnjournals.com/
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the segment length of each character was more or less 

same of 21 frames. When the number of samples was less 

than the segment size, the remaining samples were added 

to the last segment, so the size of the last segment was 

more than 21 frames.  When the input word contains a 

long vowel, then the length of the long vowel was 

misdetected with a lesser length in Maximum Likelihood 

Algorithm. The Varied Length Maximum Likelihood 

algorithm fixes the length of the segment based on the 

category of the character and finds better boundary 

position compared to the Maximum Likelihood algorithm.  

 The deviation between the boundary point 

manipulated VLML and manual method is computed and 

similarly between the ML and manual is also computed. It 

is observed that the deviation is less in VLML algorithm 

when compared with ML algorithm. The Table-4 shows 

the boundary deviation of the ML and VLML algorithms. 

It also specifies that the boundary of a phoneme could be 

identified by ML algorithm but it could not be used for 

other subword units like character, syllable etc. The 

VLML algorithm uses the formant values to find the 

category of the character. It could be used to categories 

other subword units also by identifying the individual 

characters and then concatenating the characters to form 

syllables or morphemes etc. 

 

Table-4. Performance comparison of ML and VLML 

algorithm. 
 

 
 

Accuracy of Tamil based speech recognition model 

with and without speech rate normalization using 

sound attributes (SRNSA)  

 The efficiency of the Tamil Speech Recognition 

Model with and without Speech Rate Normalization using 

Sound Attributes (SRNSA) was compared by accuracy 

with a dataset from the datasets. The Sound Intensity 

Level, Time Duration and Root Mean Square are 

computed with the entire dataset and the range of Sound 

Intensity Level, Time Duration and Root Mean Square for 

the normal speech signal is set. It was experienced that the 

Sound Intensity Level, the Time Duration and the Root 

Mean Square of a slow speech signal exceeds the normal 

signal range.  So it was clear that when values of the three 

features for a given input signal exceeds the upper bound 

of Table-1, the signal has been identified as a slow speech 

signal. When the values of the three features for a given 

input signal were less the lower bound of the Table-1, the 

signal has been identified as a fast speech signal.  

 The performance of the Tamil Speech 

Recognition Model with SRNSA and without SRNSA in 

identifying the count of the character segments is 

compared. The proposed model after doing the time 

normalization, computes the counting of character 

segments correctly for all the speech rate category signals 

as shown in Table 5. The model without SRNSA 

computes correctly the count for the normal speech signal 

but does not identify for the slow and fast speech signal 

which is also shown in Table-5 when performed for the 

speech corpus. Proposed model without SRNSA gives an 

accuracy of 70% and the proposed model with SRNSA 

gives an accuracy of 74%.  

 

Table-5. Performance comparison of the proposed model 

with and without SRNSA. 
 

 
 

The accuracy was compared with the proposed 

model with SRNSA and proposed model without SRNSA. 

The accuracy was more with the model with SRNSA 

because the data corpus used for training and testing the 

system consists of slow, fast and normal speech rate 

signals. When the speech signal without SRNSA was used 

to recognize the speech, the variation in speech rate 

affected the performance. The variation was shown in the 

character fragmentation algorithm. The character with 

slow speech rate was having duration more than the 

normal character length. So when the character 

fragmentation was done, the misdetection of boundary was 

more. This leads to the decrease in accuracy percentage of 

the proposed model without SRNSA. As the time 

normalization were done with slow and fast speech signals 

in the model with SRNSA, the accuracy was better as the 

boundary of the characters were identified with less 

misdetection.    

 The false detection percentage is the percentage 

of number of segments detected incorrect by actual 

number of segments. The FDP was computed using 

equation 6. The false detection was more in the proposed 

model without SRNSA as the duration of the slow and fast 

speech signals were more without normalization. This 

leads to more number of misdetections. The false 

detection percentage of the proposed model with and 

without SRNSA was shown Table-6. 
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Table-6. False detection percentage of the proposed model 

with and without SRNSA. 
 

 
 

Computation time of the proposed algorithms   
  Computation time which is also called running 

time is the length of time necessary to perform 

a computational process. The computation time could be 

measured using CPU Time and Elapsed clock time. 

 Elapsed Clock Time is the moment in time taken 

from start of computer program to the end. Elapsed time 

includes I/O time and all other types of wait. Elapsed time 

is the time measured by an ordinary clock [46]. The CPU 

time and elapsed time was manipulated using equation 7 

and equation 8. 
 

      (7) 
 

Where PST is the process start time and PET is the 

process end time. 
 

     (8) 
 

Where CST is the clock start time and CET is the clock 

end time. 

 

Computational performance of the DTS and TFS  

 The CPU Time and the Elapsed Time of the some 

sample connected speech signal used in the proposed work 

were manipulated using equation 7 and equation 8. It 

could be noticed from the Table-7 that the CPU Time is 

always smaller than Elapsed Time as the Elapsed Time 

includes the waiting Time for I/O Operations. The CPU 

and the elapsed time were manipulated for the two 

segmentation algorithms for connected speech with 

Matlab as the segmentation algorithms were implemented 

with Matlab.  

 

Table-7. Computation time of DTS and TFS algorithms. 
 

 
 

It could be observed from the Table 7 that the 

Elapsed Time of the Dynamic Threshold Segmentation 

(DTS) algorithm is larger when compared to the proposed 

Temporal Feature based Segmentation (TFS) algorithm. 

Similarly the CPU time of the DTS algorithm is larger 

when compared to TFS algorithm which is shown in 

Table-7. 

Computational performance of the ML and VLML   

 The CPU Time and the elapsed time was more in 

the VLML algorithm as shown in Table-8 because VLML 

performs the manipulation for identifying the length of 

each segment which was not performed in ML algorithm. 

 

Table-8. Computational time of ML and VLML 

algorithms. 
 

 
 

The ML algorithm performs the boundary 

adjustment using the Intra Segment Distortion. The 

proposed methodology VLML considers the length of 

each segment to be different. The segment length has been 

computed using the formant values and then uses the 

baseline ML algorithm to adjust the boundary. So the 

computational time of the proposed methodology was 

more than the baseline ML algorithm. 

 

Computational performance of the Tamil based speech 

recognition model with and without SRNSA   

 The computational time of the proposed model 

with and without SRNSA was computed using the 

measures CPU time and the elapsed time. The CPU time 

for the proposed model with SRNSA was less than the 

proposed model without SRNSA. As the elapsed time 

includes the I/O time, waiting time etc, it was more for the 

proposed model with SRNSA when compared to proposed 

model without SRNSA which is shown in Table-9. 

 

Table-9. Computational time of the proposed model with 

and without SRNSA. 
 

 
 

7. CONCLUSIONS 
 The proposed method TFS has used the short 

term energy to perform segmentation. The performance of 

the proposed methodology and the dynamic thresholding 

segmentation was measured using the accuracy and 

computation Time. The accuracy of boundary 

identification was increased in the proposed methodology 

by using short term energy which is a temporal feature. 

The accuracy was measured in terms of the frame number. 

The computational time of the proposed TFS algorithm is 

lesser than the DTS algorithm.  

 The proposed methodology Varied Length 

Maximum Likelihood has lesser deviation in identifying 

the boundary of each character when compared to the 
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baseline maximum likelihood algorithm. The 

segmentation was done dynamically depending on the 

character category in VLML which leads way to use the 

same segmentation algorithm for different subword units. 

The computation time was more in the VLML than the 

ML algorithm because in VLML the length of each 

segment was computed prior to the boundary 

identification using the maximum likelihood algorithm.  

 The performance of the proposed model Adaptive 

Spectral Fragmentation Approach for Tamil Speech 

Recognition with the Speech Rate Normalization using 

Sound Attributes and without the Speech Rate 

Normalization using Sound Attributes was compared 

using the measures Accuracy and the False Detection 

Percentage. The proposed model with SRNSA has shown 

better performance that model without SRNSA.  The 

computation time of the model with SRNSA was more 

when compared to the model without SRNSA because it 

has more operations such as identification of speech rate 

and normalization of speech rate. 
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