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Abstract. Manufacturing System is enabled with an excellent knowledge on production plan, 

proper scheduling of machinery process, employee timetabling and labor costs. Heuristic algorithms 

are developed to bring optimized results in stipulated time with respect to optimum schedule. This 

article deals with minimizing the maximum completion time (makespan) based on job scheduling 

and minimization of labor costs based on employee workload with Shuffled Frog Leaping 

Algorithm and Sheep Flock Heredity Model Algorithm. The labor costs minimization and 

makespan which is to find a schedule that satisfies the organization’s rules, employee’s preferences, 

due date and customers. The formulation of assigning workload for employees is concerned with 

assigning number of employees into a given set of shifts over a fixed period of time and week task. 

The main problem attempts to minimize labor costs based on performance criteria and assigning the 

loads equally among all employees. Several local search methods and heuristics algorithms has 

been proposed in many research on Job shop scheduling. The Results are compared with other 

heuristics in terms of makespan, idle time and Labor costs the Shuffled Frog Leaping algorithm 

performs result oriented than other Heuristics Algorithm. 

Introduction 

A schedule is an allocation of tasks to the time intervals on the machines to find a schedule that 

minimizes the overall completion time, which is called the makespan. In the job shop scheduling 

problem n jobs have to be processed on m different machines. Each job consists of a several 

sequence of tasks that have to be processed during an uninterrupted time period of a fixed length on 

a given machine and has its own processing order. Due dates are treated as deadlines and require the 

job-shop scheduling to meet specific due dates in order to avoid delay penalties including 

customer’s bad impression, cost of lost future sales and rush shipping cost.  

 In the last few decades many researchers have been focusing on solving various scheduling 

problems with different approaches by considering various objectives [1]. Many valid approaches 

and its advances are compared and shared between competitors in rapid form [2]. Mattfeld et a 

proposed randomly generated solutions with precedence relations which are not uniformly 

distributed [3]. Shmoys et al.proposed several poly-logarithmic approximations for evaluating an 

optimal schedule with makespan minimization criteria [4]. French predicted that no efficient 

algorithms will ever be developed for the majority of scheduling problems [5]. As a result, the focus 

of optimization research has turned to be enumerative approaches.  

It has been recognized by many researchers that scheduling problems can be solved optimally 

using mathematical programming techniques and one of the most common forms of mathematical 

formulation for job shop scheduling problem was the Mixed Integer linear Programming (MIP) 

format of Manne [6]. Blazewicz et al.  Emphasized the difficulties of JSP and indicated that 

mathematical programming models have not been achieved enough breakthroughs for scheduling 

problems [7]. Eusuff et al. proposed a new meta-heuristic algorithm called Shuffled Frog Leaping 

Algorithm for solving scheduling problems with discrete decision variables [8]. SFLA is a 
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population-based cooperative search metaphor combining the benefits of the genetic-based memetic 

algorithm and the social behavior based particle swarm optimization Inspired by natural memetics 

[9]. Muzaffar Eusuff and Lansey described the algorithm is imitating the total sequence of modeling 

process and searching for best food with behavior of frogs placed on separate positioned stones  in a 

pond [10] and also SFLA has been tested with a large number of combinatorial problems and found 

to be efficient in finding global solutions [11]. The SFLA comprises a set of interacting virtual 

population of frogs partitioned into different group’s population memeplexes which are referred to 

searching for food [12]. The algorithm functions are simultaneously independent in local search of 

each memeplex [13]. SFHM algorithm was used for minimizing mean tardiness and mean flow time 

multi objective criteria [14-15]. An effective SFLA was used for minimizing maximum completion 

time (i.e., makespan) [16]. In terms of processing time and makespan the SFLA compares the 

results rapid favorably with the Sheep Flock Heredity Model Algorithm, Artificial Intelligence 

System, Genetic Algorithm, and Particle Swarm Optimization [17]. 

The application developed in this paper aims to realize an integrated system which has rapid 

response to changing customers requirements and capability to integrate heterogeneous 

manufacturing facilities [18]. The Employee time tabling philosophy is still employed by the 

majority of manufacturing enterprises for Job Shop Scheduling, process shift planning and 

production planning [19] and also to improve the production costs, minimizing labor costs, 

maximizing completion time and increase the employee satisfaction [20]. 

In this work SFLA and SFHM algorithm are used for solving the scheduling problem to meet 

due dates in a simple job shop. It is developed to approximately minimize the maximum completion 

time and in-process labor cost. Several benchmark problems are solved by the proposed algorithms 

and the results are compared with literature results. 

This work focuses on two stages. First stage an objective function formulation was developed for 

minimizing the Employee workload and labor cost based on employee availability. The Second 

stage is refining the results of makespan with Shuffled frog leaping algorithm and Sheep Flock 

Heredity Model Algorithm. The paper describes how to integrate Employee workload and job shop 

scheduling with employee availability constraint and also this algorithm uses to refine makespan.  

Overall System Architecture 

In manufacturing systems, the decisions related to employee timetabling and scheduling jobs on 

the machines are often made in a sequential process. The objective of job scheduling is to find the 

optimum schedule to minimize the costs whereas the objective is to maximize employee satisfaction 

and to minimize labor costs. In many manufacturing industries employee workload assignment is 

first prepared and then the scheduling of jobs must take based on the resources and employee 

availability or first the scheduling of jobs is done and the employees workload allotment established 

based on the machine loads. However, the resulting problem has generally been considered as too 

complex to be used in practical situations. To develop a window based application which helps the 

organization to attain best procurement practices and supports the operation of procurement activity 

at the optimum total cost in the correct quality at the correct time and location for express gain by 

signing a contract. We propose to integrate the two problems by associating each job on machine 

and a set of activities performed by the employees. The system has been designed to store the data 

needed for the above mentioned scheme and meets all the required computations. Specifically this 

covers that the required job profile is not known in advance but is determined by the job schedule 

and the employee profile is determined by the selected employee schedules. 

 

Job Shop Scheduling Problem. The Typical scheduling problems involve minimizing the 

maximum gj(t) value (the maximum cost problem) or minimizing the sum of gj(t) values (the total 

cost problem). Scheduling is defined as the art of assigning resources to tasks in order to insure the 

termination of these tasks in a reasonable amount of time. To meet an optimal objective solution or 
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set of objectives these approaches are used for determination of the starting time and finishing time 

of processing of each part. Some other cases scheduling problem is addressed after the orders are 

released into the shop floor, along with their process plans and machine routings [21]. Scheduling 

plays a crucial role to increase the efficiency and productivity of the manufacturing system.  The 

problem of scheduling is one of the operational issues to be addressed in the system on a daily or 

weekly basis and also static, dynamic penalty functions are rarely considered [22]. Job shop 

scheduling problems are Non-Polynomial (NP) hard] so it is difficult to find optimal solutions [23]   

Employee Workload Problem. The workload of the employee has been found to be an effective 

way explicitly to consider relationships between the end items and the various processes and labors. 

The workload   module systems determine the quantity of each labor that will be used in the 

production of a prescribed volume of final work, and the times at which each of them must be 

utilized to meet prescribed due dates for the final products. As a means for production scheduling, 

Employee workload systems leave a good deal to be desired and provides the means to make broad 

scheduling decisions. It does not encompass short term scheduling decisions like machine loading 

and operations sequencing. Once work load has set due dates for each stage, it becomes the 

responsibility of the shop floor scheduling system to meet such deadlines. This is a critical activity 

because the load on work centers changes over time. There can be such unexpected events as 

machine breakdowns, raw material shortage, scrap and rework, all causing the actual lead time to 

differ from the planned one. Moreover, computation does not take into consideration capacity 

constraints at the shop level, the choice between which job to process, and which one to delay, 

becomes crucial. Actual installed or available production capacity is ignored with the result that the 

schedules can prescribe machine loading in excess of 100% utilization. Production volumes and due 

dates must be adjusted manually to achieve feasible schedules. However, the main difference 

between tabling and finite scheduling is simply tries to schedule all activities required to meet a 

given master schedule while holding down work-in-progress inventory. If infeasibility occurs, 

production management must produce a new master timetable and production schedule to generate 

another plan or find alternative sources of production capacity. Finite scheduling is an optimization 

technique that tries to generate a sequence of operations over a given set of machines with the sole 

purpose of minimizing some type of shop performance measure like makespan, mean flow time, etc.   

Employee Workload. Workload of each employee consists two modules. First, the input modules 

are activity list, activity attributes, milestone list, work load scope statement, preference list, 

consolidated list with all detailed profiles and organizational process assets. Second, the output 

modules are production schedule network and project document updates. 

Timetable Life cycle. Timetable life cycle enhance the collection of logically related work 

activities usually culminating in the completion of a major deliverable.  Collectively the time table’s 

phases are known as Timetable life cycle. Framing employee timetabling is based on the 

Interpersonal skills, Preferences, Understanding the Product environment, General Knowledge 

skills, Negotiation, Leadership, Mentoring and Knowledge on application areas. 

Minimization of Maximum Completion Time and Labor Costs 

Makespan Minimization. The normally, manufacturing system consists active period starts from 

the first day of production on the machine with certain set of actions and operations. In general 

Meeting the due dates is the most important goal of scheduling to avoid the delay penalties 

including customer’s bad impression, lost future sales. Due-date oriented functions, whereas the 

main aim of optimizing the makespan is to minimizing the labor costs and maximizing the output. 

Labor Costs Minimization. During the production and process time the labor cost is considering 

with stipulated time based on the number of employees. Total accountability on every unit should 

me readily available in every set of job production. The total labor cost in every production should 

me equal to + or – 1 deviate from actual. When the production function starts the process 
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management can be completed or to be completed with regular break even analysis by applying 

optimization methods to meet the regular bench mark of production cost management. Proper 

scheduling of machinery processes and operations are enabled in master production schedule in 

which production to be reached on climax within the stipulated time with an excellent knowledge 

on production engineer. The employee to avoid absenteeism is to bring out per capita per month 

analysis. One labors produces per day products worth of + or – k thousands. 16 x 3 Labors produces 

per day products worth 16 x 3 x 7 is equal to 336 k thousands (3.36 + or – L per day).  

Problem Description 

Common Time Representation for Employee Timetabling and Job Shop Scheduling [24]. We 

consider the following employee timetabling and job shop scheduling problem with single level 

jobs. Let T denote a time horizon with a set of elementary time periods t = 0, T = 1. E denote 

employees in organization comprising a set of employees E = {1, . . .,E} and M denotes set of 

machines M = {1, . . .,m}. Consider a non-pre-emptive job shop with m machines (Mi = i, …. m ) & 

n jobs ( Ni= i, …n ). When ji is the set of job to be processed on machine Mi . The operation 

sequence of the job j is denoted by Oij (Where i
th

 operation on j
th

 machines Mj). Objective functions 

depend on due date which are associated with the jobs. A job consists of number of operations (O i1, 

O i2 ,….O in). There is set of activities A = {1, . . .,A} where each activity may be required by a job j 

and has to be performed by one or several employees. The organization has to process a set of n 

jobs J = {1, n} during the time horizon (T). Each job j has a release date rj and a due date dj .We 

assume that there is a production cost Wjt if job j starts at time t and an employee satisfaction cost 

Ceat if employee e is assigned to activity a at time t and A contains non working activities 

representing employee inactivity (break, lunch, etc.) gathered in set P. 

Objective Function Formulation. The Eq (1) shows the objective of the problem is to minimize 

the labor cost subject to the following constraints [24]. Eq (2 to 5) represents exactly once the each 

job has to be started, All the started jobs finished within its time zone, each job can be processed by 

a machine at each time period with satisfaction of precedence constraint, each employees has to 

assign with each activity ( At least one ) at each time period and each employee has a specific 

constraints taking into account of minimum or maximum consecutive periods of work, and other 

complex regulation constraints. For instance, if no employee can work more than two consecutive 

shifts, the constraints of the form can be defined for each time period t = 1,T = 2 for each employee. 
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For a given schedule (S), Ceatj is the cost at which job j finished processing on machine i and Wj 

is the weighted time of job j spends in the queue before the first machine i. All ready times, 

processing times and due dates are assumed to be integer. In the above function n
th 

job is performed 

in i
th  

machine with j
th 

operation with unit time consideration for time Peatj and cost jcost. If the i
th  

machine is assigned with j
th 

operation for the first job is Xjt
 
is 1,0. If the i

th  
machine is assigned with 

j
th 

operation for the k
th

 job is Pij
(k) 

is 1,0.  Further, For Solving the above objective functions to find 

an optimum solution Heuristics method named SFLA and SFHMA has to be implemented and 

validated. 

Proposed Methodologies 

Shuffled Frog Leaping Algorithm. In this section, an SFLA for solving the JSS problem with 

minimizing total holding cost and makespan criterion are proposed by population initialization, 

partitioning scheme, memetic evolution process, shuffling process, and a local search. SFLA was 

combination of memetic Algorithm and Particle Swarm Optimization. It has been performed from 

memetic evolution of a group of frogs when seeking for food. The initial population of frogs was 

partitioned into groups or subsets called “memeplexes” and the number of frogs in each subset was 

equal.  

At First, the SFLA is initially applied to different functions and to identify the fundamental 

weaknesses of this method as per the elimination of the effective frogs from memeplexes by solving 

procedure in consequence order. This method is similar to the SFLA, partitions particles into 

different groups called memeplexes and identified the best particle in each memeplex thereafter 

determines its movement through the search space in each iteration of the algorithm toward the 

global best particle and the worst particle in each memeplex keeps track of its coordinates in the 

solution space by moving toward the local best particle in the same memeplex. 

The SFLA was follows two search techniques a) local search and b) global information 

exchange. Based on local search to reach the makespan, the frogs in each subset improve their 

positions to have more foods. After local search, obtained information based on Global information 

exchange between each subset was compared to other to produce best sequence way of schedule. 

Each operation is decided by meeting pre-specified due dates and minimizing objective function. 

Initial population of sequence generated randomly by increasing order and selected sequence 

divided into number of memeplexes. 

Local Search Procedure. The division is done with the high level frog (column sequence) arranged 

in first memeplex, second one arranged in second memeplex, the last frog to the last memeplex and 

repeated frog back to the next order memeplex. Fitness function evaluated within the limits that the 

memeplex are infeasible.  

Global information Exchange. The best frog memeplex values were identified each subset was 

compared to each other to produce best sequence way of schedule. For each iteration the frogs with 

the best fitness and worst fitness were identified and also the frog with the makespan schedule was 

identified. Finally, if the convergence criterion is not satisfied the position of the worst frog for the 

memeplex is adjusted and new subsets of memeplex will be created for the next iteration.  

Sheep Flock Heredity Model Algorithm (SFHMA).  Let us consider the several separated flocks 

of sheep in a field [25] as shown in Fig 1.  
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Normally, sheep in an each flock are living within their own flock under the control of 

shepherds. The genetic inheritance only occurs within the flock group and the each sheep with high 

fitness characteristics to their environment breed in the flock. Let us assume that two sheep flocks 

were occasionally mixed in a moment when shepherds looked aside as shown in Fig 2. Then the 

certain moment, the shepherd of corresponding flock group runs into the mixed flock, and separates 

the sheep as before. However, shepherds cannot distinguish their sheep originally they owned 

because their appearance of all flock group of sheep are same and unique. Therefore, one flock from 

each sheep group is inevitably mixed with the other flocks in different group. The characteristics of 

the sheep in the neighboring flocks can be inherent to the sheep in other flocks in this occasion. The 

flock of the sheep, which has better fitness characteristics to the field environment, breeds most. In 

sheep flocks heredity model algorithm special string structure called hierarchical genetic operations 

like crossover level operations and mutation level operations are introduced. They are (1) sub-

chromosome level genetic operation and (2) chromosome (global) level genetic operation.  

Numerical Illustration 

Shuffled Frog Leaping Algorithm. 

Initiation, Population Creation, Mutation and Shuffling. Initial population of sequence 

generated randomly by increasing order and selected sequence divided into number of memeplexes 

for assignment tasks are shown in Fig.3. For each individual population i P calculate the fitness 

function f(i). Based on the fitness function calculate the size of each memeplex subsets and also 

randomly generate the population of the job sequence. The next step of operation sequences are 

grouped randomly. The processing hours & labor cost details are shown in Fig.4.In the mutation 

operation a memeplex subsets are generated using the mutation strategy to find the population P in 

descending order based on their fitness. Their corresponding machine sequences are shown in 

Fig.5.The trial sequence obtained by the crossover operation generation is compared with the target 

sequence to determine the jobs and machine schedule that participates in the next generation and the 

fittest is passed on to the next generation 

Iterations. For each iteration process, the frogs with the best fitness and worst fitness were 

identified and also the frog with the makespan schedule was identified. Finally, if the convergence 

criteria are not satisfied the position of the worst frog for the memeplex is adjusted and new subsets 

of memeplex will be created for the next iteration. This procedure is repeated for desired number of 

iterations to reach optimal result. The first stage and last stage iteration results are shown in Fig. 6 

and Fig.7. 

 

Sheep Flock Heredity Model Algorithm. 

Initiation, Population Creation, Mutation and Sub String selection. The initial sequence 

generated randomly. With a crossover probability a second and a third sub chromosomes are chosen 

randomly and crossover is performed. Probability for this chromosome is less than process mutation 

probability. Second and Third sub strings are selected to perform this process.  Each sub string are 
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chosen randomly to perform inverse mutation. Crossover probability this sting is less than the 

process crossover probability. Probability for this string is less than process mutation probability. 

The mutual sub string positions are randomly selected to perform inverse mutation. 

Final result obtained using SFL  and SFHM  algorithm. The best solutions found in 100 

iterations of the local search process, Global information exchange with SFL algorithm and Global 

level crossover process, Inverse mutation process with SFHM algorithm  for minimizing labor costs 

and makespan are listed in Fig.8. These results are compared with genetic algorithm solutions 

which are obtained from genetic evolver with same processing time and processing hours. Based on 

employee availability constraint the labor cost (Lc) for each job was given below.Lc
1

1 = Lc
1

2 = 7,  

Lc
1
 i = 3 (i = 3, 4,…, 8), Lc

1
9 = Lc

1
 10 = 1,  

 

 

 

 

 

 

 

 

 

Fig.3. Initial Operation Sequence and Processing Time of jobs 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

      

 

 

Fig.4 Processing Hours & Labour Cost Details 

Sl.

No
 NAME Day 1 Day 2 Day 3 Day 4 Day 5 Day 6 Day 7

1 Gokul NP HD 12 12 12 12 Sun 12 48 16.67 800 180 620

2 Karthi P HD 12 12 12 12 Sun 12 48 16.67 800 180 620

3 Muruga K HD 12 12 12 12 Sun 12 48 16.67 800 180 620

4 Kumar T HD 12 12 8 12 Sun 12 44 16.67 733 180 553

5 Prakash G HD 12 12 12 12 Sun 12 48 16.67 800 180 620

6 Kavin P HD 12 12 8 12 Sun 12 44 16.67 733 180 553

7 Prasanth A HD 12 12 0 12 Sun 12 36 16.67 600 180 420

8 Prasanth B HD 12 12 8 12 Sun 12 44 16.67 733 180 553

9 Murugan S HD 12 12 8 12 Sun 12 44 16.67 733 180 553

10 Pradeep.A HD 12 12 12 12 Sun 12 48 16.67 800 180 620

11 Ganapathy M HD 14 12 8 12 Sun 12 46 16.67 767 180 587

12 Tamilselvan K HD 12 12 12 12 Sun 12 48 16.67 800 180 620

13 Vaikka D HD 12 12 12 12 Sun 12 48 16.67 800 180 620

14 Tamileniyan K HD 12 12 12 12 Sun 12 48 16.67 800 180 620

15 Santhosh HD 12 12 8 12 Sun 12 44 16.67 733 180 553

0 182 180 144 180 0 0 686 - 11436 8736

Net

 Amount

Daily Total Hrs

Example . 1  Processing Hours & Labor Cost Details 

Gross 

Amount

Total 

Hrs

                          Working Hours  - Weak I
Rate 

/ Hr

PLANT - I

Others

 (Less)

Task List 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

Job Operation ID 11 12 13 14 15 21 22 23 24 25 31 32 33 34 35 41 42 43 44 45 51 52 53 54 55

Job Sequence 1 1 1 1 1 2 2 2 2 2 3 3 3 3 3 4 4 4 4 4 5 5 5 5 5

Machine Sequence 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

Processing Time 64 66 31 85 44 7 69 68 14 18 74 70 60 1 90 54 45 98 76 13 80 45 10 15 91

Initial

Stage 

Iteration : 

0
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Fig.5 Machine Sequence after mutation 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6 First Iteration 

 

 

 

 

 

 

 

 

 

 
 
 
 

Fig. 7 Last Iteration 

 

 

 

Task List 4 19 2 14 5 22 15 10 7 18 24 1 3 8 6 12 16 17 25 23 11 20 21 13 9

Job Operation ID 14 44 12 34 15 52 35 25 22 43 54 11 13 23 21 32 41 42 55 53 31 45 51 33 24

Job Sequence 1 4 1 3 1 5 3 2 2 4 5 1 1 2 2 3 4 4 5 5 3 4 5 3 2

Machine Sequence 4 4 2 4 5 2 5 5 2 3 4 1 3 3 1 2 1 2 5 3 1 5 1 3 4

Processing Time 85 76 66 1 44 45 90 18 69 98 15 64 31 68 7 70 54 45 91 10 74 13 80 60 14

 Iteration : 

Last

Job1 Job2 Job3 Job4 Job5

Task List 11 6 7 13 12 10 18 20 17 15 19 21 3 9 24 8 4 23 14 5 1 16 2 25 22

Job Operation ID 31 21 22 33 32 25 43 45 42 35 44 51 13 24 54 23 14 53 34 15 11 41 12 55 52

Job Sequence 3 2 2 3 3 2 4 4 4 3 4 5 1 2 5 2 1 5 3 1 1 4 1 5 5

Machine Sequence 1 1 2 3 2 5 3 5 2 5 4 1 3 4 4 3 4 3 4 5 1 1 2 5 2

Processing Time 74 7 69 60 70 18 98 13 45 90 76 80 31 14 15 68 85 10 1 44 64 54 66 91 45

 Iteration : 

1

Job1 Job2 Job3 Job5Job4

Start Time 0 74 n/a n/a n/a n/a n/a n/a n/a n/a n/a 81 n/a n/a n/a n/a n/a n/a n/a n/a 524 588 n/a n/a n/a

Comp Time 74 81 n/a n/a n/a n/a n/a n/a n/a n/a n/a 161 n/a n/a n/a n/a n/a n/a n/a n/a 588 642 n/a n/a n/a

Idle Time 0 0 n/a n/a n/a n/a n/a n/a n/a n/a n/a 0 n/a n/a n/a n/a n/a n/a n/a n/a 363 0 n/a n/a n/a

Start Time 0 n/a 81 n/a 150 n/a n/a n/a 245 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a 588 n/a 654

Comp Time n/a n/a 150 n/a 220 n/a n/a n/a 290 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a 654 n/a 699

Idle Time 0 n/a 81 n/a 0 n/a n/a n/a 25 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a 298 n/a 0

Start Time 0 n/a n/a 74 n/a n/a 134 n/a n/a n/a n/a n/a 232 n/a n/a 380 n/a 448 n/a n/a n/a n/a n/a n/a n/a

Comp Time n/a n/a n/a 134 n/a n/a 232 n/a n/a n/a n/a n/a 263 n/a n/a 448 n/a 458 n/a n/a n/a n/a n/a n/a n/a

Idle Time 0 n/a n/a 74 n/a n/a 0 n/a n/a n/a n/a n/a 0 n/a n/a 117 n/a 0 n/a n/a n/a n/a n/a n/a n/a

Start Time 0 n/a n/a n/a n/a n/a n/a n/a n/a n/a 290 n/a n/a 366 380 n/a 395 n/a 480 n/a n/a n/a n/a n/a n/a

Comp Time n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a 366 n/a n/a 380 395 n/a 480 n/a 481 n/a n/a n/a n/a n/a n/a

Idle Time 0 n/a n/a n/a n/a n/a n/a n/a n/a n/a 290 n/a n/a 0 0 n/a 0 n/a 0 n/a n/a n/a n/a n/a n/a

Start Time 0 n/a n/a n/a n/a 150 n/a 232 n/a 245 n/a n/a n/a n/a n/a n/a n/a n/a n/a 480 n/a n/a n/a 524 n/a

Comp Time n/a n/a n/a n/a n/a 168 n/a 245 n/a 335 n/a n/a n/a n/a n/a n/a n/a n/a n/a 524 n/a n/a n/a 615 n/a

Idle Time 0 n/a n/a n/a n/a 150 n/a 64 n/a 0 n/a n/a n/a n/a n/a n/a n/a n/a n/a 145 n/a n/a n/a 0 n/a

Machine 1

Machine 1

Machine 1

Machine 1

Machine 1
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Fig.8 Final results obtained after 100 iterations 

Conclusion 

To avoid customer’s bad impression and to improve the customers Satisfaction by delivering the 

jobs within the due date is a very important criteria in manufacturing system. In order to avoid delay 

penalties including customer’s bad impression, cost of lost future sales and rush shipping cost, due 

date constraints are considered. The objective considered in this paper is minimizing makespan and 

labor cost with Shuffled frog leaping algorithm and Sheep Flock Heredity Model Algorithm. Strict 

due date parameter, assigning employee load based on processing time, machine availability  and 

loose due date parameter are used for analyzing the labor cost. The proposed heuristics are used for 

testing evolver based genetic solver problems. Results shows that the proposed algorithm produces 

good quality results compared with other Heuristics approach procedures. 
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