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I. INTRODUCTION

A schedule is an allocation of tasks to the tinterials on the machines. The aim is to find a salee
that minimizes the overall completion time, whishcalled the makespan. In the job shop schedybrahlem n
jobs have to be processed on m different machiBash job consists of a sequence of tasks that teave

processed during an uninterrupted time period @iked length on a given machine. Due dates areteideas

deadlines and require the job-shop scheduling tetmspecific due dates in order to avoid delay pessl

including customer’s bad impression, cost of lastife sales and rush shipping cost.

Efficient Methods are traditional approaches caomsitechnological advances in both processes
equipment as the key to success and the right avagmhain competitive. Many valid approaches anddigances

are compared and shared between competitors id fapn. Each and every approach have its own \aldtion
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exclusively [1].

Akers proposed a graphical approach for the 2 Xroblem [2]. Hefetz et al. have developed an effitie
approach for then X 2 problem where all operatiars of unit processing time [3]. Williamson et ptoved that the

feasible schedule determining with a makespan eaone in polynomial time [4].

The Job shop scheduling problem has been descabddP which means Non deterministic Polynomial time
Lenstra et al [5-6] solved the 3 X 3 problem, ther2 instance with no more than 3 operations pergat then X 3
problem with no more than 2 operations per job.stenet al. proved that then X 2 instance in winipbrations last for no
more than 2 units of processing time and then Xablem in which all operations are of unit procegsiime belongs to
the set of NP instances [7]. Mattfeld et a proposediomly generated solutions with precedenceioelatwhich are not
uniformly distributed [8]. A 10 X 10 problem propass by Fisher et al. was solved by Carlier et gl. #hmoys et al.
proposed several poly-logarithmic approximationsewaluating an optimal schedule with makespanmiation criteria
[10]. French predicted that no efficient algorithmii ever be developed for the majority of schexglproblems [11]. As

a result, the focus of optimization research haseidito be enumerative approaches.

Branch and Bound (B&B) algorithms use a dynamicatipstructed tree structure as a means of repiegeht
solution space of all feasible sequences. The hiag@rocedure replaces an original problem bytaot@ew problems
that are mutually exclusive and exhaustive subgiob| partially solved versions and smaller problémas the original.
The two most common branching strategies were @éngrActive Schedules (GAS) and Settling Esser@ianflicts
(SEC) [12]. Barcker et al. have generated Lowernidsuby reducing job shop scheduling problem intopsoblems of
dimensionality [13]. The B&B search technique waitidlly studied by Brooks et al. [14]. Using a @ynically constructed
tree structure represents the solution space déatdlible sequences Each node Search begins tipimest level and a
complete selection is achieved only at the lowestll has and (p) level in the search tree represardequence of
operations partially. The branching operation seqas determine the next set of possible level :idden sequence

search progress [15].

Approximation procedures applied to a job shop [ewbwere first developed on the basis of priorigpdtching
rules and due to their ease of implementation amdtantially reduced computational requirement. Sarinthe Priority
Dispatching Rules are Earliest Due Date (EDD), &sorProcessing Time (SPT), Minimum Slack, FirstS@), First
come, first served (FCFS), Most work Remaining (MM/WRlost Operations Remaining (MOR), Least Work Riging
(LWR), Random Analysis (RA). The earliest work oBRs was done by Jackson [16]. The comprehensiveegLof
scheduling PDRs heuristics was done by Panwalket. ethere 113 PDRs were presented, reviewed assified [17].
Haupt et al. provided an extended discussion anargury of these and many other PDRs [18]. The coatiparstudy was
given by Chang et al. who evaluated the performafcé2 PDRs using a linear programming model [1$wrence
compared the performance of ten individual priodigpatch rules with a randomized combination ekthrules [20]. The
results found from PDRs had more deviations frortinmgm. The results suggested that PDRs are motabdeias an

initial solution technique rather than being copsédl as a complete JSP.

It has been recognized by many researchers thatislihg problems can be solved optimally using madhtical
programming techniques and one of the most commamsf of mathematical formulation for the job shaheduling

problem was the Mixed Integer Linear ProgrammingRMformat of Manne [21]. Blazewicz et al. Emphasizthe
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difficulties of JSP and indicated that mathematmalgramming models have not been achieved enorggkthroughs for
scheduling problems [22]. Any success that has lmdneved using mathematical formulations can lebated to
Lagrangian Relaxation (LR) approaches and decoriposnethods Mathematical formulations were combbinéth other
techniques and applied in the calculation of theelobound. Results indicate that the lower boundegeted was not
optimal and it is difficult to calculate and takescessive computing time. It is evident that mathieal approaches are
inadequate for thejob shop scheduling problem. Eguesntly, the main focus of enumerative approatdrethe job-shop

is a branch and bound techniques.

In earlier research, the job-shop scheduling prabilas been extensively studied with the objectivmiaimizing
some functions of the completion times of jobs.&aktechniques have been proposed and differemisties have been
designed and developed for solving the minimum repée problem, the minimum total tardiness problem so on.
SFHM algorithm was used for minimizing mean tardsm@nd mean flow time multiobjective criteria [28h effective
SFLA was used for minimizing maximum completiondirfi.e., makespan) [24]. In this work, SFLA and S$#HIgorithm
are used for solving the scheduling problem to nueet dates in a simple job shop. It is developedpproximately
minimize the total holding cost which correspondstiie sum of product inventory cost and in-prodesentory cost.

Several benchmark problems are solved by the peapatgorithms and the results are compared wétbelitire results.

. JOB SHOP SCHEDULING
A. Scheduling Objectives

The scheduling is carried out to meet various dhjes. These objectives are decided upon the BEtyainarket
demands, and the customer’s satisfaction. The tgscconsidered under the time and cost mininopatire listed in
Table 1.

Table 1: Main Objectives of Scheduling

ﬁg Time Minimization | Cost Minimization
o . Minimize the costs
Minimize machine )
1 idle time due to not meeting
the due dates
. Minimize the
Minimize the mean .
2 . maximum lateness
flow time .
of any job
. Minimize the total
Minimize the mean . ;
3 . holding cost with no
tardiness .
tardy jobs
Finish each job as '\"'”"f”'ze the tqtal
4 ) holding cost with
soon as possible ;
tardy jobs
5 Finish the last job | Minimize the
as soon as possible| number of late jobs

B. Job Shop Scheduling Problem

Typical scheduling problems involve minimizing timeaximum gj(t) value (the maximum cost problem) or
minimizing the sum of gj(t) values (the total cpsbblem). Scheduling is defined as the art of aésggresources to tasks

in order to ensure the termination of these tasksaireasonable amount of time (25). The term ‘Sglmgl in
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manufacturing systems is used for the determinaifdhe sequence of operations in which partd@iee processed over
the production stages. To meet an optimal objectwlition or set of objectives these approachesuaesl for the
determination of the starting time and finishingei of processing of each part. Some other caseslglihg, problem is
addressed after the orders are released into e fébor, along with their process plans and maghioutings [26].
Scheduling plays a crucial role to increase theieficy and productivity of the manufacturing systelhe problem of
scheduling is one of the operational issues toduessed in the system on a daily or weekly bdsis.shop scheduling

problems are Non-Polynomial (NP) hard] so it ididifit to find optimal solutions [27].
C. Single Machine Scheduling

In the single machine scheduling, problem n jobs haveet@twcessed with a single operation. The concept of
single machine scheduling consists certain conditié\t time zero a set of independent single opaTgbbs are available
for processed, A set-up time of each job is inddpaty Job description are well known in advance Mdaehine kept idle
when work is processing and each job is proces#ieits tcompletion without a break. The basic date necessary to

describe jobs in a deterministic problem mentioinetthe following Table.2.

Table 2: Basic Data’s for Deterministic Problem

Sl. Basic Data &
No. | Representation

Description

Time required to process
Processing job J. It will include both
Time (1) actual processing time and set-
up time.

Time at which job j is availabl
for processing. It is thg
2 Ready Time (R | difference between arrival tim
and the time at which the job
processing.

o @D D

Time at which the job j is t

3 Due Date (d be completed.

Completion Time| Time at which the job j is t
<) be completed in sequence.

Amount of time job j spends i
5 Flow Time (F) the system

(F=G.n)

Amount of time by which the
6 Lateness () completion time of job j differs
from the due date (iI= G - d)
Lateness of job j if it fails tg
7 Tardiness (x meet its due date, or zerg ¥
max{0,CG-d)

=

D. Flow Shop Scheduling

In the Flow shop scheduling, problem n jobs, each jobtbdse processed on m different machines. The cancep
of single machine scheduling consists certain d@mdi. At time zero a set of multiple operation godre available for
processing, A set-up times for the sequence opesatire independent, Job description is well knowadvance, m

different machines are available for continuouscpssing and each individual operation of jobs amkgssed till its
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completion without a break.
E. Job Shop Scheduling

In the job shop scheduling, problem n jobs havba@@rocessed on m different machines. Each jobisteraf a
sequence of tasks that have to be processed daminginterrupted time period of a fixed length ogivlen machine. So
the maximum of completion time needed for procagsihjobs is subjected to the constraints thahgab has a specified

processing order through the machines and thatmachine can process at most one job at a time.
F. NP-Hard Problems

Scheduling problem is NP-hard because it is litbesolation for the algorithm designer who needsdlwe the
problem. By despite a theoretical evaluation all-N&d problems are not equally hard from a practealuation.
The NP-hard problems can be solved pseudo polyhamsiag dynamic programming. The sizes of the protd are not

large enough to provide satisfactory results irriséia approach.
G. Pseudo Polynomial Concept

Polynomial time concept exists for some NP-harcbf@ms under the appropriate encoding of the proldata.
Such problems are referred to as NP-hard in thmang sense and the algorithms are called pseuyoqmial Problem P
is called strongly NP-hard if a pseudopolynomiaheept for it does not exist. Algorithms which a@yPomial or Pseudo
polynomial are applicable for single machine scliadulLawler (1973) developed Lawler’s algorithm ialim constructs a
sequence in a reverse to get an optimum sequeheefollowing criteria’s are considered to get optimsolutions when
the algorithms are pseudo polynomial [27]. Somestewg criteria’s are minimax criteria, Maximum lagss & related
criteria, earliest due date criteria, Total weight@mpletion time criteria, Optimum sequence dateweighted number of

late jobs and Total weighted tardiness.

lll.  MINIMIZATION OF TOTAL HOLDING COST
A. Total Holding Cost

Normally, manufacturing system consists activequkstarts from the first day of production on thactine with
a certain set of actions and operations. In geméealting, the due dates are the most importartaaaxheduling to avoid
the delay penalties, including customer’s bad iregian, lost future sales. Due-date oriented funstiovhereas the main

aim of optimizing the makespan is to minimize tbtak holding costs and maximizing the output.

During the production and process time the totédihg cost is considered the raw materials holdiogt, running
process holding cost with stipulated time, labasstdased on the number of employees, machinentagtbe owned
machine or hired machine, power supply cost baseelextricity utilization, Fuel cost, Transportatioost, stock holding
cost and inventory management cost. Total accoilityabn every unit should me readily available eénery set of job
production. The total holding cost in every prodttshould me equal to + or — 1 deviate from actihen the
production function starts the process managensnbe completed or to be completed with regulaal®een analysis by
applying optimization methods to meet the regulandhmark of production cost management. Properdsiing of
machining processes and operations are enabledstenproduction schedule in which production tadsehed on climax

within the stipulated time with an excellent knodde of production engineer. The employee to aabisenteeism is to
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bring out per capita per month analysis. One lglvoduce per day products worth of + or — k thousad® x 3 Labors

produces per day products worth 16 x 3 x 7 is etjudB6 k thousands (3.36 + or — L per day).
B. Minimization of Tardiness Cost

A tardy job is the sum of the rejected part cost panalty cost. To minimize the total holding coshsider the
minimization of work in the process holding costhwiunning holding cost, minimization of finishedoguct inventory

holding cost and minimization of the number of taeds.
C. Heuristics Algorithms

The heuristic approaches were also employed foowsiengineering application problems due to thaiustness
and convergence to global optima. Heuristic metbbbtarning involves discovery and problem solvirging reasoning
and past experience. An approach without formatantae of performance can be considered a “hetirithese heuristic
approaches are used in a practical situation witebetter methods are available. The following sectieals with the
various heuristic approaches like Artificial Intgnce, Bottleneck based heuristics, Local seamprcaches, Meta

Heuristics and Hybrid Approaches in earlier reseavork.

Heuristics such as Tabu search, Hybrid shuffledy fteaping, Branch and Bound Technique, Bee colony
optimization, Scatter search, Hybrid Metaheurist®hifting Bottleneck procedure, Shuffled Leaf Fralgorithm, Ant
colony optimization, and Greedy Randomized adapia@&ch. Such performance measures give us sorgatimgo the

reliability of a particular procedure.
D. Shuffled Frog Leaping Algorithm

Eusuff et al. [28] proposed a new meta-heuristgpalthm called Shuffled Frog Leaping Algorithm feolving
scheduling problems with discrete decision varighbFLA is a population-based cooperative seardapher combining
the benefits of the genetic-based memetic algordhdhthe social behavior based particle swarm dgaiion Inspired by
natural memetics [29]. Muzaffar Eusuff and Lansgy][described the algorithm is imitating the tatafuence of modeling
process and searching for best food with behavifrogs placed on separately positioned stonesporal and also SFLA
has been tested with a large number of combinfaridlems and found to be efficient in finding lgéd solutions [31-32].
The SFLA is a population-based cooperative searetaphor inspired by natural memetics and consisésfmg leaping

rule for local search and a memetic shuffling foleglobal information exchange.

The SFLA comprises a set of an interacting virpbulation of frogs partitioned into different gpsupopulation
memeplexes which are referred to searching for {883 The algorithm functions are simultaneousigieépendent in local
search of each memeplex [34]. In terms of procgstime and makespan, the SFLA compares the rasydid favorably
with the Sheep Flock Heredity Model Algorithm, Aidial Intelligence System, Genetic Algorithm, aRdrticle Swarm
Optimization [29, 35, and 36].

Mohammadreza Farahani et al. [29] identified a reurid algorithm called Hybrid Shuffled Leaping Bro
Algorithm based on the identification of the weasses of the basic SFLA. At First, the SFLA is all§i applied to
different functions and to identify the fundamentsaknesses of this method as per the eliminatidheoeffective frogs
from memeplexes by solving procedure in consequender. This method is similar to the SFLA, paotits particles into

different groups called memeplexes and identifteel ltest particle in each memeplex thereafter datesrits movement
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through the search space in each iteration of idperithm toward the global best particle and thestgarticle in each
memeplex keeps track of its coordinates in the tewluspace by moving toward the local best partiolehe same

memeplex.

Chen Fang et al.[37] proposed to encode conceghéovirtual frog as the extended activity list atetode it by
the SFLA-specific serial schedule generation schérhe initial populations are identified and gemedaby the mutual
based shuffling method and the priority rules. Tdrge group of populated virtual frogs is sepatdtéo many sets of
memeplexes is the next stage and by applying tfeetefe resource- based planning each memeplexeark/es the
crossover. Combining the permutation-based locaickeand forward-backward improvement is to enhaheémproved
exploitation ability. Virtual frogs are periodicglshuffled and rearranged into new set off memegdeare maintained by
the diversity of each memeplex. HSLFA also hasstirdit advantage over the SFLA in that it redubesgrobability of the
particles being trapped in the local minima by direg the best local particle toward the globaltlpesticle [34].

E. Drawbacks of Direct Approaches for Job Shop Schedurg

Job shop scheduling problems are NP-hard so thay miaect approaches are not performing well duentoe
complexity of the problems. Many researchers asmtifled and observed valid drawbacks indirect apphes. Direct
approaches are giving optimal solutions to verylksige problems. In multi -objective optimizatiodiyect approaches are
not efficient. Indirect approaches, the convergdncen optimal solution depends on the choseralnitindom solution and
the results tend to stick with local optima. Thésehniques start with a single point and its follavdeterministic rule.
Direct approaches are not efficient when practedrch space is too large. Branch and Bound apmrdmority
Dispatching Rules are giving solutions which hav@endeviation from optimal solutions. The abovewdracks stress the

researchers to search, develop the efficient heuapproaches.
F. Trends of Heuristic approaches for Job shop Scheding

The heuristic approaches have more benefits compaith the direct approaches. The heuristic apgresc
produce the optimal solution for various size peofis. Objective functions have given more importathem derivatives.
Many Heuristic approaches use a population of pdintring the search. Initial populations are geeeraandomly which
enable to explore the search space is large. Tdgs®aches efficiently explore the new combinatiaith the available

knowledge to find a new generation.

Though an extreme work has been on solving JS$izaiiion using Metaheuristics and local searchriggles

are still the major potential area yet to be exgdioby the researchers using Efficient HeuristiggoAthms

IV. PROBLEM DESCRIPTION
A. Job Shop Scheduling Problem for Minimizing Total Hdding Cost
Subject to Consideration of Tardy Jobs

In-process cost is the sum of the running process, ecnachining cost, raw material storage costingoost,
lateness, Earliness, Absolute deviation, squar@éhtien, unit penalty cost. Inventory holding cisthe sum of the work
in the process holding and finished goods holdiogt.cA tardy job is the sum of the rejected padt@nd penalty cost. To
minimize the total holding cost consider the mirsation of work in the process holding cost withmimg holding cost,

minimization of finished product inventory holdirgst and minimization of the number of tardiness.
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Formulation of Objective Functions

Consider a non-preemptive job shop with m mach{Mgs i, .... m) & n jobs ( N= i, ...n ). Whenjis the set of
a job to be processed on maching Whe operation sequence of the job j are denbye@; where i" operation on'
machines 1 Objective functions depend on due date whiclagsociated with the jobs. A job; fjconsists of the number
of (n;) operations (@i, Oy,.....0n). The operation @ is a processing requiremen{; Bnd may be processed on any of
machines in M (set of machines) with ready timeg. R each job, j consists only of one operation (1) then the identity
of job j, with operation Q, & the processing requirement I each job, k has a constant weight (cosf)>W. In every
problem of due date (dl consideration have almost different due dateskvbre NP complex, Where k=1,2,..n. Whep C
> d,, the decision maker incur the penalty functiombf If the decision makers incurs no penalty for tfigob is no tardy
jobs (when G less than or equal todThis case is formulated as multiple resource dmers and schedule allocation
problem with computation variables, which can blvexh to optimally in polynomial and stipulated timéth makespan.
All the jobs ( j=1,2,..n) must be sequenced befm@cessing of the jobs begins. The main objectvéioptimize the
number of job sequences with stipulated timgsS i », .... jn. All the jobs to be completed after the due datas with
makespan, which minimizes the expected weightedoeurof tardy jobs T. The cost function;¢ which measures the cost

of completing j at the time (t), due date;YdEarliness cost (Fand defining function;f

Total holding Cost (b;) = (in process cost + inventory cost) with tardy jobs cost

P oam
@;ﬁfz X { ZZ[THM ) Cu[k)] 5T Ti\[k) ) gufk)]xu T [I»ﬁq lu[k)}xi\ * R+ [Ej Wi, il }
k=L =Ll

Subject to

A={10
EJJ.GL =i<ksg
k

00y

X
<t

For a given schedule (S);is the time at which job j finished processing cacitine i and yis the weighted time
of job j spends in the queue before the first maehi Already times, processing times and due datesassumed to be
integer. In the above functiof'job is performed in arf"imachine with ' operation with unit time consideration for time t
and costg If the " machine is assigned with pperation for the first job is X’is 1,0. If the ' machine is assigned with
j™ operation for the 'R job is R™ is 1,0. Sub -objective functions are also be foated to minimize the tardiness cqst t

Earliness cost Hinished product holding cosf; &wj and in-process holding cosf B8]
Consideration of Separate Objective Functions
Minimization of Tardiness cost function
n
Ce)=2mt
o (2)

Minimization of Earliness cost
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n
CE)=26E
= )3
Minimization of product holding cost
nm
C(s) =X Xhiw;
=1=2 (4)
Minimization of in process holding cost
n
C(s) = Z hi (ci-ri-ra)
1 (5)

The first job cost is algebraic sum of Inventorydiag cost (), Processing cost (t’).
For Job (1) =} + P;® + t; where |;Mis zero

For Job (2) = 4@ + Py + t;® where I;?is x

For Job (k) = [¥ + P;® + ¢;®

The sequence of jobsj(b) have due dates to minimize the total holding cagt the number of tardy jobs to find
the sequence of jobs. Further, For Solving the abmhjective functions to find an optimum solutioeuiistics method

named shuffled frog leaping algorithm has to belémented and validated.
B. Job Shop Scheduling Problem for Minimizing Total Hdding Cost Subject to no Tardy Jobs [39]

A set of | jobs has to be processed on K machifles.processing of joh (i=1, 2,...,1) on a machine is called an
operation and each operation can be performed lyyamre machine. The processing order of a jobvemiLet O; (I=1,
2, ..., L) denote the"l operation of jobJwhere L corresponds to the number of operations for jolbkke processing time
p'; of operation ®; is pre-specified. Each machine k (k=1, 2,...., Ki) paocess only one operation at a time. Pre-emption
is not allowed, and each job is available for pssagg at time 0. The due datefljob J is pre-specified by the associated
customer. Every job must be completed before drgndts due date and no tardy jobs are allowee. Adiding cost in the
shop floor incurs the in-process time once a jofitseprocessing, and if a job is completed eathan its due date, then
earliness cost can be induced in the shop flodrolds the finished job. Assume < wi, where W (=1, 2, ..., L)
denotes the holding cost per unit time for in-psscproduct in idle time from end of operatioh ® start of operation'S
., and W' ; denotes the holding cost per unit time for complgteoduct from end of operation"Qto due date d This
assumption means that holding cost for in-procesdyzt is increasing based on the progress of pesation. Let €,
(decision variable) denote the completion time pération G'; and E the set of operations to be performed on machine k

then the problem is as follows:

The objective function corresponds to the minimotaltweighted flow time from the determined stagttime to
the pre-specified due date for every job. Egs.af®) (3) are the conjunctive and disjunctive comsisarespectively. Eq.

(4) is the due-date constraint, and Eq. (5) imples each job is available for processing at time
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1 L-1
Minimize f=%{ T w} (CF; -p-l, -
i=11=1
€)= wh, (d, - €4, )} e (1)

Subjectto

Cm o=l zpm =1 Im=2. L. e (D)
Cm; - o 2 p=y Vo - Oy 2 poy e (3)
d-Cliz0i=1,.1 e ()
CL-phz0i=1_. 1 e (5)

V. PROPOSED METHODOLOGIES
A. Shuffled Frog Leaping Algorithm

In this section, an SFLA for solving the JSS prableith minimizing total holding cost and makespaitecion
are proposed by population initialization, partiiitg scheme, memetic evolution process, shufflimecess, and a local
search. SFLA was a combination of memetic Algoritlimd Particle Swarm Optimization. It has been peréal from the
memetic evolution of a group of frogs when seelorgfood. The initial population of frogs was pédned into groups or

subsets called “memeplexes” and the number of fimgach subset was equal.

The SFLA was followed two search techniques a)llsearch and b) global information exchange. Basehbcal
search to reach the makespan, the frogs in eadesimprove their positions to have more foodseA# local search,
obtained information based on Global informatioghange between each subset was compared to otpeodace best
sequence way of schedule. Each operation is dedigietieeting pre-specified due dates and minimizngobjective
function. An initial population of the sequence gated randomly by increasing order and selectgdesee divided into

a number of memeplexes.
Local Search Procedure

The division is done with the high level frog (cwin sequence) arranged in the first memplex, thergeone
arranged in the second memplex, the last frog ¢oldlst memplex and repeated frog back to the neddéranemplex.

Fitness function evaluated within the limits tHa¢ memplex is infeasible.
Global Information Exchange

The best frog memplex values were identified eadisst was compared to each other to produce bgséisee
way of schedule. For each iteration the frogs wlih best fitness and worst fithess were identifiad also the frog with
the makespan schedule was identified. Finallyhéf ¢onvergence criteria is not satisfied the pasitf the worst frog for

the memplex is adjusted and new subsets of memylelse created for the next iteration.
B. SFLA Heuristics Algorithm Procedure

Start;

Step 1: Randomly generate the population sizeogfsfiP in Feasible situation &

Initialize the population size equal to no. adfmeplexes;
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Step 2: For each individual population P, calculdie fitness size (i) & Calculate the size of eavdmeplex

subsets ;
Step 3: Rearrange the population size randomly;

Step4: Evaluate P based on the hierarchy ordéredf fitness; & Divide P into m memeplexes with italno. of

generations;
Step 5: Perform a Local search to Improve frog fmsto have the best food;

Step 6: For each memeplex; Determine the best amdtrogs; Improve the worst frog position by resimg

worst frogs in a frame;
Step 7: Shuffle Each improved memeplexes and Caarthim evolved
memeplexes;
Step 8: Sort the population P in descending orflérair fitness;
Step 9: If Convergence criteria satisfied (Make)paave to end or else move to step 1
End,;
C. Representation of Solution Seed (Sequences) in J8hop Simulator

Consider the five-job five-machine problem as shawiiable 3. and Table 4. Suppose a seed sequempech
as [5, 4, 3, 2, 1], where 1 stands for job j1, Rjéd j2, 3 for job j3, 4 for job j4 and 5 for jgb. This sequence has to be
operated five times in the same order becausejehdiis three operations. So that the initial seethe following format
[543215432154321543215 4 3.2Z8ch job has five operations, and each operaticst mun on all five

machines with a certain time period.

Table 3: Processing Time

Processing Time (Sec)
MACHINE
JoB| 1|2 |3/4]|5
J1 64| 7| 74 54 8(
J2 66| 69| 70 45 4%
J3 31| 68| 60| 9§ 1(
J4 85| 14| 1| 76 15
J5 44| 18| 90 13 91

Table 4: Machine Sequence

MACHINE SEQUENCE
JOB 1 2 3 4 5

J1 ml| m2| m3] md4 m5
J2 ml| m3] m4 m5 ml
J3 m3| md| m5| ml m2
Ja m2| m5| mlf m4 m3

J5 m5| ml| m2]l m3 mi

There are three 2s in the seed, which stands éothttee operations of job j2. The first 2 corregjmto the first

operation of job j2 which will be processed on maell, the second 2 corresponds to the secondtapend job j2 which
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will be processed on machine 3, and the third 2esponds to the third operation of job j2 whichlwigé processed on

machine 2. We can see that all operations for obrg given the same symbol 2 and then interpratedrding to their

orders of occurrence in the sequence of this s€bkid. concept is used to find the makespan for #guences of the

problems where the generated seed (job sequenc®eimted equally to the number of machines reptedein the

particular problem.

D. Case Example

Lawrence (LA16) n number of Jobs 10 x m number athines 10 problems is considered. Table 5 andeTabl

shows the operation sequence and its correspopdingssing time [40].

Table 5: Operation Sequence Job Shop

o
©
(o]
~
N
o
N

ool DdNiognlelon

OB (RPWININP|IW|(A|F
OINOIN|W|IO|W|IN|N
N((W|O|OT|OT|N|00| U1
O POIO(N|FP|O
Wwo(o|~h|N[(O|~|O
ON[O|O0|OO|k,|O|O |
NP0 |O|~[O|N|F
D[N0 O|O|[D [0
EPIOINIDNIPIWINAIO|I]|W

Tl

Table 6: Processing Time of the Jobs

21 71 [ 16 [52]26[34[53[21]55] 95

55| 31| 98| 79] 12 66 42 77 77 39
34| 64| 62| 19 92 79 43 sk 83 37
87| 69| 87| 38 24 83 41 98 77 60
08| 44| 25| 75| 43 49 96 77 U7 79
35| 76| 28| 10l 61 9 95 35 T g5
16| 59| 46| 91| 43 50 52 5p 28 27
45| 87| 41| 20/ 54 43 14 9 3@ 71
33| 37| 66| 33| 26 8 28 80 42 78
69| 81| 94| 96| 27 69 45 78 74 84

Table 7: Initial Operation Sequence Job Shop

11186 2| 3| 9| 7| 4| 5
41119 2| 7| 6/ 5 10 8 3
3| 7|1 2| 9|1 |8| 4| 6| 5

11 6| 7| 3| 9| 5 2| 8 10 4
2| 4| 6| 10| 1| 3| 5| 7 9 8
2| 19| 3| 6| 1| 5| 4| 8| 7
3| 6| 1] 2| 8| 4| 100 9| 5 7
1| 8| 4| 10| 9| 2| 3| 6] 5 7
41 1| 5| 2| 7| 9| 8| 3] 6] 1(
8| 7|4 9|1 |1 2| 3| 6| 5

Impact Factor (JCC): 6.8765
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Table 8: Initial Processing Time of the Jobs

21| 53| 52| 71 34 58 1| 2 |21]| 95
55| 42| 79| 31 66 779 | 1 |77]| 39
34| 43| 19| 64| 79 836 | 9 | 54| 37
87| 41| 38| 69 83 771 8| 2 |93]| 60
98| 96| 75| 44| 49 171 2 | 4 | 77| 79
35| 95| 10| 76| 9| 7| 2| 6 |35| 95
16| 52| 91| 59| 50 28 4 | 4 | 59| 27
45| 14| 20| 87| 43 394 |5| 9|71
33| 28| 33| 37| 8| 426 | 2|89 78
69| 45| 96| 81 69 749 | 2 | 78| 84

Initiations

Initial population of sequence generated randomglynbreasing order and selected sequence dividedchimber

of memeplexes are shown in Table 7 & Table 8.
Local Search

The division is done with the high -level frog (@oin sequence) arranged in the first memplex, tbernskone
arranged in the second memplex, the last frog édakt memplex and repeated frog back to the nebdranemplex are

shown in Table 9. Fitness function evaluated withimlimits that the memplex are infeasible.

Table 9 Column Sequence Arrangement

8 | 6| 9| 4/ 10/ 5| 1| 2 3
92| 4| 1| 6| 5| 2| 3
1|7|5(8| 4|/ 1| 10,6/ 3
1|5/ 7|3/10| 8| 2|6]|4
3|7|9| 8/10| 1| 5]|4| 6
4 13| 7| 9| 5| 8| 100 6 Z
15|19 7| 4| 2| 3 8
2|53 1] 6| 8| 10 1 4
6 (8| 4] 2| 9| 100 7| § 1
8 6| 9| 4| 10/ 5| 1| 3 2

Global Information Exchange

The best frog memplex values were identified eadisst was compared to each other to produce bgseisee

way of schedule.
Iterations

For each iteration process, the frogs with the bestss and worst fithess were identified and altsofrog with
the makespan schedule was identified. Finallyhéf¢convergence criteria are not satisfied the jposdf the worst frog for
the memplex is adjusted and new subsets of memyileke created for the next iteration. This proaealis repeated for

the desired number of iterations to reach the adthesult.
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VI. NUMERICAL ILLUSTRATION

Stage 1: Initiations

The initial population of job seed sequences imegated randomly by increasing order and seleatgdence

divided into the number of memeplexes.
Sequence No. 1

[(2-1-8-10-6-3-9-7-4-5)(7-4-9-1-2-6-5-10-8-3)(10£39-2-7-8-4-6-5)(1-2-6-4-10-3-5-7-9-8)(6-10-9-2-H:4-8-
7)(9-1-7-6-3-5-2-8-10-4)(8-3-1-6-2-4-10-9-5-7) (4L0-8-1-2-3-6-5-7)(7-4-5-1-2-9-8-3-6-10) (2-1-8-1(BE-7-4-5)]

THC (with Tardy Job) = 167345.78 Makespan = 946
THC (with no Tardy Job)= 159875.543
Sequence No. 2

[(9-1-7-6-3-5-2-8-10-4)(7-4-9-1-2-6-5-10-8-3)(10£39-2-7-8-4-6-5)(1-2-6-4-10-3-5-7-9-8)(6-10-9-2-H:4-8-
7)(2-1-8-10-6-3-9-7-4-5)(8-3-1-6-2-4-10-9-5-7) (4L0-8-1-2-3-6-5-7)(7-4-5-1-2-9-8-3-6-10) (2-1-8-1(BE-7-4-5)]

THC (with Tardy Job) = 167316.456 Makespan = 945 THC (with no Tardy Job) = 159645.563
Sequence No. 3

[(7-4-9-1-2-6-5-10-8-3)(2-1-8-10-6-3-9-7-4-5)(10£39-2-7-8-4-6-5)(1-2-6-4-10-3-5-7-9-8)(2-1-8-10-8DF -4-
5)(6-10-9-2-3-1-5-4-8-7)(9-1-7-6-3-5-2-8-10-4)(9716-3-5-2-8-10-4)(8-3-1-6-2-4-10-9-5-7)(7-4-5-2-B&-10)(4-9-10-
8-1-2-3-6-5-7)]

THC (with Tardy Job) = 167254.663 Malas 943 THC (with no Tardy Job)= 1595234
Sequence No. 4

[(1-4-9-7-2-6-5-10-8-3)(10-1-8-2-6-3-9-7-4-5)(9-31D-2-7-8-4-6-5)(4-2-6-1-10-3-5-7-9-8)(8-1-2-10-8DF -4-
5)(6-10-9-2-3-1-5-4-8-7)(9-1-7-6-3-5-2-8-10-4)(9716-3-5-2-8-10-4)(8-3-1-6-2-4-10-9-5-7)(7-4-5-2-B&-10)(4-9-10-
8-1-2-3-6-5-7)]

THC (with Tardy Job) = 167232.68 Makespadv4
THC (with no Tardy Job) = 159426.75
Sequence No. 5

q[(7-2-3-9-7-10-4-5-6-8)(8-10-9-2-7-3-6-5-4-1)(2598-7-6-10-1-3-4)(1-3-5-4-10-6-2-7-9-8)(3-5-10-% 74-2-8-
6)(3-5-10-9-7-1-4-2-8-6)(8-3-4-2-7-10-6-5-9-1)(BZ#-6-10-1-8-4-5)(3-5- 4-10-6-2-7-9-8-1)(5-10-9-%L2-3-8-6)]

THC (with Tardy Job) = 168765.42 Makespadv2
THC (with no Tardy Job) = 156456.75
Sequence No. 6

[(10-5-3-9-7-1-6-2-8-4)(7-3-4-2-8-10-5-6-9-1)(2-9857-6-10-4-8-1)(1-3-5-6-10-4-2-7-9-8)(9-5-10-3-%412-8-
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6)(3-5-4-9-7-1-10-2-8-6)(8-3-4-2-7-10-5-6-9-1)(30ZF-6-10-1-8-4-5)(3-5- 4-10-6-2-7-9-8-1)(5-10-9-#412-3-8-6)]
THC (with Tardy Job) = 165235.42 Makespa@vt
THC (with no Tardy Job) = 156224.21

Sequence No. 7

[(4-9-10-8-1-2-3-6-5-7)(10-1-8-2-6-3-9-7-4-5)(9-31D-2-7-8-4-6-5)(4-2-6-1-10-3-5-7-9-8)(8-1-2-10-8DF -4-
5)(6-10-9-2-3-1-5-4-8-7)(9-1-7-6-3-5-2-8-10-4)(9716-3-5-2-8-10-4)(8-3-1-6-2-4-10-9-5-7)(7-4-5-2-B&-10)( 8-3-4-
2-7-10-5-6-9-1)]

THC (with Tardy Job) = 166522.64 Mabas = 945
THC (with no Tardy Job) = 157523.36
Sequence No. 8

[(9-10-1-7-2-4-3-6-5)(8-5-9-4-6-1-3-2-10-7)( 2-8397-5- 4-6-10-1)(1-3-5-6-10-4-2-7-9-8)(9-5-10-3-Z%4L-8-
6)(3-5-4-9-7-1-10-2-8-6)(8-3-4-2-7-10-5-6-9-1)(0Z7-6-10-1-8-4-5)(8-3-4-2-7-10-6-5-9-1)(9-2-3-7-6-1-8-4-5)]

THC (with Tardy Job) = 165823.35 Malkasp 941
THC (with no Tardy Job) = 154424.99
Sequence No. 9

[(9-7-4-3-1-10-5-6-8-5)(2-5-6-8-9-2-6-7-4-1)(7-5-162-6-9-8-3-4)(9-2-1-6-8-3-7-4-5-10)(5-6-4-8-10879-2-
1)(8-4-6-9-3-1-10-2-7-5)(5-1-8-6-9-2-10-7-3-4)(8549-3-1-10-2-7-5)(3-5-4-9-7-1-10-2-8-6)]

THC (with Tardy Job) = 164667.35 Mabas = 940
THC (with no Tardy Job)= 154298.99
Sequence No. 10

[(2-4-6-1-3-5-9-10-8-7)(7-5-6-9-10-4-5-2-3-1)(4-59710-1-2-4-3-5)(3-2-9-7-6-10-1-8-4-5)(9-1-7-6-32258-10-
4)(2-1-5-3-7-10-8-9-6)(2-8-9-3-7-4-5-1-10-6) )(16987-3-5- 4-6-10-2)(4-2-6-1-10-3-8-7-9-5)(7-1-2-€B-9-8-4-5)

THC (with Tardy Job) = 165543.35 Mabas = 941
THC (with no Tardy Job)= 154875.76
Stage 2: Population Creation

For each individual population i P calculate thedss function f (i). Based on the fitness functiafculate the
size of each memeplex subsets and also randombratenthe population of the job sequence. Thed#rfanction is 5,

their sequences memeplexes are (2, 5) & (6,8,1@).nExt step of operation sequences are groupddman

Setl Set 2
Sequence No. 2 Sequence No. 1
Sequence No. 5 Sequence No. 7
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Sequence No. 6 Sequence No. 3
Sequence No. 8 Sequence No. 5
Sequence No. 10 Sequence No. 4

Stage 3: Mutation

In the mutation operation, memeplex subsets anergéed using the mutation strategy to find theutatpn P in
descending order based on their fitness. Then ateland Divide the population sequence P into m epéwes with
consideration of populations which is selected camig. Two random positions are chosen and populatiutation is
performed in between two positions in set 9.ahd 7' sequences positions are chosen randomly and éweugation is

performed. Their next sequence orders are (1,8)&32,8,5,6,10)

Table 10: Mutant Operation Sequence

8] 76| 9] 4] 10] s| 1] 3 2
2 9l 7l6| 2| 5] 3| 1| 4|8

9| 10] 7|6 10| 1| 4| 8| 5|3 |Makespan:

ol 1|5 7] 3] 10| 8] 2 6 4 ﬁfic

2[3[7[ o] 8 10[ 1] 5[ 4 6 "o
114137 9] 5| 8] 14 8§ 2j5,): 160248.14
6/]10/5/1) 9| 7| 4] 2| 3| 8 THC(with Tardy
ol 2[s5[3] 1| 6] 8| 10] 7| 4] Jobs): 15872276
3| 6|8 4 2 9| 100 7/ § 1

71 86| 9] 4l 10/ s| 1] 3 2

Stage 4: Crossover

Mutation operation generators are used to generatal function vector. In this operation, a randpopulation
sequence is generated in between 0 to 1 and iatidom number is less than the crossover constdunt opy the target
value otherwise the mutant operation sequence wailldbe changed as 0 or 1for i=1 to the numbegeherations are

shown in Table.10.
Stage 5: Local Search

The division is done with the high- level frog (eoin sequence) arranged in the first memplex, tbernskone
arranged in the second memplex, the last frog ¢oldlst memplex and repeated frog back to the neddéranemplex.
Fitness function evaluated within the limits tha¢ tmnemplex are infeasible. Then Perform the Loeafch to improve the

frog position to have the best food.
Stage 6: Global Information Exchange

The best frog memplex values were identified wigtthe subset was compared to each other to prodiste be
sequence way of schedule. For each memeplex, datethe best and worst frogs and improve the wioost position by

removing worst frogs in the operation sequence éram
Stage 7: Shuffling

The trial sequence obtained by the crossover dperageneration is compared with the target sequeace
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determine the jobs and machine schedule that geatés in the next generation and the fittest isspd on to the next
generation. If the objective value f (i) is lowérah required processing value Pi.), then randomevedplaces the best
compared value, Otherwise, consider the best ftrigigally, Shuffle each improved memeplexes anohi@oe the evolve

memeplexes and also Sort the population P in ddswgerder of their best fithess value.
Stage 7: lterations

For each iteration, the frogs with the best fithassl worst fitness were identified and also they frath the

makespan schedule was identified.
Stage 8: Control Parameters

Finally, if the convergence criteria are not s@&i$fthe position of the worst frog for the mempigxadjusted and
new subsets of memplex will be created for the ntxation. This procedure is repeated for the rédshumber of

iterations to reach the optimal result.
A. Final Result obtained using SFLA Algorithm

The best solutions found in 100 iterations of theal search process and Global information exchdage

minimizing total holding cost with tardy jobs andhout consideration of tardy jobs are listed irbleall.
Case (i) Consideration of all production tasks wlth Same Function
Case (ii) Consideration of all production taskdwtfie individual functions results are shown in [Eal?.

Table 11: Results Obtained after 100 Iterations

SFLA Local Search Glopal Information Exchange
Total Holding | Total Holding Total Holding | Total Holding
Iteration's Makespan Cost with Cost with no | Makespan Cost with Cost with no
Tardy Jobs Tardy Jobs Tardy Jobs Tardy Jobs
First 944 162557.0299 159798.6 944 161357.091 151798/6
Iteration
Ist‘grcaﬁlr(‘ﬂ 942 161890.5434 158548.6 945 161093.534 152473|6
;l;g::adtion 940 161224.0569 156595.6 943 160829.977 151346|7
Last Iteration 940 159557.5704 154665.6 939 158&FR. 150268.6
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Table 12: Individual Function Considerations
Indivual Function Consederations
Mean Mean Finished Inprocess THC
Description | Makespan| Tardiness| Earliness Prodyct Holding Only with THC
Cost Cost Holdng Cost THC Tardi with all
Cost

Notations Ml YE YPi Yli Y Hij Yhiti c(s)
Sequence No. 1 947 121.89 462.534 64550 97790.06| 162340.06 | 162461.95 161999.41
Sequence No. 2 946 131.3 642.64 63299 98772}4 1620414 22028 161560.057
Sequence No.3 945 1314 432.335 63433 98676.13 162109.13 16224053  16H88[
Sequence No. 4 944 1417 462.305 62573.6 99298.93 16187253 [ 162014.23 161551.924
Sequence No. 5 943 141.95 447.2055 | 61975.2 99741.96 161717.1 161859.11  161411.9045
Sequence No. § 942 162.2 426.10 61734.7 100185 161921.7 62083.9 161657.794
Sequence No.7] 941 162.7 405.0065 | 60738.1 | 100628.038) 161366.138| 161528.838  161123.8315
Sequence No. 8 940 169.7| 383907 | 60169.3 | 101071.07 161240.3 161410.p7  161026.163
Sequence No. 9 938 176,71 362.8075 | 59671.4 | 101514.1083 1611855083 161362.4183  160999.4108
Sequence No. 10 936 1836 341,708 | 590326 | 101957.14 160989.74 | 161173.34 160831.63%

B. Practical Applications of Proposed SFL Algorithm fa Minimizing THC with and Without Tardy Jobs

Table 13: Customer Order

Date of Product Needed | Due Date
Order Required Quantity (week)

1000 1
1500 3
. 1400 4
25/03/2012| Finned Tube 5000 5
1400 6
3000 8

The proposed SFL algorithm can be successfullyemphted in industries handling a wide variety afdorcts in

small volumes and the industries working with gah@urpose machines which can handle differentaifmars. The job

processing and waiting times can be convenientlydown, machine loads can be balanced and alsostirehas a choice

of choosing a solution from the set of alternatetutions as per his desired objective criteria.

Customer Order

Table.13 and Figure.1 shows the customer orden&ufacturing finned tubes. It gives details ofdexbquantity

in terms of the week.

Impact Factor (JCC): 6.8765

Finned Tube

I

Base Tube (1)
1.

=

oW

Stainless Steel
Tube

Copper Tube
Brass Tube

Mild Steel Tube
Carbon steel tube

Fin Material (2) .

1.  Aluminum Finning

2. Copper Tools (3)

3. Stainless different
Steel \size <100mm

4. Galvanize
dIron

5. Mild steel

Figure 1: Product Structure of Finned Tubes
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Inventory Record Details

The Inventory record details for base Tube (Lhievm in Table 14 and for Fin, material is showrTable 15.
The final results obtained after 100 iterationstfar case study problem is listed in Table 16. Mining the total holding
cost, Meeting due dates, Minimizing tardiness, iBass are the most important goal of schedulinguvoid the delay
penalties including customer’s bad impression, fastire sales, etc.. Many research papers havesédcon due-date
oriented functions, whereas the main aim of opfingizhe makespan is to minimizing costs and maxigizhe output. In
Many research articles and studies, Heuristics dgms are competent and proves to be a good prebtdving

technique for job shop scheduling.

Table 14: Inventory Record Details for Base Tube (1

Part Description Lead Time :
Job/Part No (Fin Strip) (week) Stock on Hand(size)
. . Min 6mm to Max
j1 Stainless Steel 3 weeks 15mm in 150 kg
. Min 6mm to Max
j2 Copper Tube 4 weeks 15mm in 200 kg
. Min 6mm to Max
IE Brass Tube 5 weeks 15mm in 150 kg
. Mild Steel Tube, 2 Weeks Min 6mm to Max
4 Galvanized Iron 15mm in 100 kg
: Aluminum, Copper, Min 6mm to Max
Js Mild Steel 3 Weeks 15mm in 350 kg

Table 15: Inventory Record Details for Fin Material (2)

Job/ Part No Pa_rt . Leaciiimc Stock on hand
Description (week)
. Stainless 3 weeks 3min 200 nos
J1 Steel Tube 2.5m in 50 nos
Copper .
j2 Tube 4 weeks 3m In 100 nos
. 6 min 150 nos
Aluminium
Copper .
IE Tube 5 weeks 3m n 50 nos
. 6 min 100 nos
Aluminium
ja Aluminium | 2 Weeks 6 m in 50 nos
is Carbon Stee 3 Weeks 6m in 350n0s
Tube

C. Benchmark Problem Solutions

Five instances of size (n X m = 10 X 10) denoted(las16-LA20) from Lawrence [56] with different ‘t’
parameter for to control the due dates. Settin@15s 3.5 where the due-date constraint is loosetanl.8, 1.9 where the

due-date constraint is strict.

Benchmark problem which contains Ten jobs and tanhimes for instances LA 16- LA 20 taken from Lavae
was tested with the proposed SFL algorithm andrdiselts are compared with Sheep Frog Leaping Algwri Artificial
immune system and Heuristic Shifting Bottleneck Biirocedure reported in the literature ( Refergn€hese instances

were tested for minimum makespan problem, Totadlingl cost problem and due date consideration pneblEhe best
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objective function value solution, computing tine investigated for single objective function anghasate objective
functions. The results are shown in Table 17 anblera8. Furthermore, in order to investigate thefggeance of the
proposed heuristic approaches for more problenes| A86-LA40 of 15 jobs and 15 machines benchmadblgms are
also considered. The literature heuristics procesiare needs the enormous computation time to Hudvé5 jobs and 15
machines problems. The proposed SFL algorithm bhagwed good solutions for the 15 jobs and 15 nmeshproblems

with lesser computing time.

Table 16: Final Results Obtained for the Case StudiProblem

Indiwual Function Consederations
Finished

Mean Mean Product Inprocess ol THC TH
Description | Makespan| Tardness| Earliness roac Holding y with
Holding THC vith all
Cost Cost Cost Tard
Cost
Notations Vi YEi YPi Yli YHij Yhiti c(s)

Sequence No.J 18812 | 1109 | 2106 | 59356.6 | 61842.6816 | 121199.282 |121210.372 121208.2656
SequenceNo. 188.06 | 1099 | 2.0065 | 58820.5| 612466433 | 120067.173| 120078.163| 120076.1568
Sequence No.4 184.6 | 1059 | 1907 |58704.46| 61208.605 |119913.065|119923.655| 119921748
Sequence No.§ 183.785] 10.265 | 1.8075 | 57268.4] 604705667 | 117738.957| 117749.222| 117747.4142
Sequence No.{ 182252 | 10.18 | 1708 | 5665232 | 60232.5284 | 116884.848 | 116895.028 116893.3204
Sequence No.7 180.719 | 10095 | 1.6085 |55376.3) 59294.4901 | 114670.74 |114680.835| 114679.2266
Sequence No.§ 179.186] 1001 | 1509 |55070.18 | 59516.4518 | 114586.632 | 114596.642| 114595.1328
Sequence No.§ 177.653] 9.925 | 1.4095 |54224.1) 59118.4135 | 113342.524 | 113352.449| 113351039
Sequence No.1 17612 | 984 131 | 53648.04 | 58580.3752 [ 112228.415 | 112238.255] 1122369452

Table 17: Ten Jobs and Ten Machines for InstancesA.16- LA 20

t=18 t=1.9 t=25 t=35
Heuristics CPU CPU CPU CPU
Algorithm RIS e time in ek time in ek time in 2 time
Value Value Value Value .
sec sec sec INn Sec
LA 16 | 155458 | 14 | 162765 11.5| 181715 196 219945 115
LA17 | 140071 | 28 | 140002 10.8 164089 45 201687  10.8
i:;';mhm LA18 | 141624 | 215 | 139986  18.6 159937 17]2 189851  17.3
LA19 | 112760 | 30.8 | 111971 21| 120963 286 133702 257
LA20 | 113499 | 06 | 1706358 145 195046 265 244373  21.9
LA16 | 160112 | 25 | 164354 18| 184679 295 220567  15.7
LA17 | 144894 | 3 | 146106 19.4| 166005 6 202075 32.3
ﬁ:gsorithm LA18 | 143004 | 29.7 | 143348 30.9 160568 21/ 190933 214
LA19 | 114057 | 385 | 112977 345 122901  44)8 134027 44
LA20 | 115973 | 12.1 | 171012 20.7 197634 402 245416  38.6
LA16 | 160374 | 282 | 165402 252 186995 327 221604  10.1
LA17 | 146206 | 32 | 147518 252 167567 63 202983  38.2
Kzgrithm LA18 | 143833 | 334 | 145730 351 162154 229 191316 222
LA19 | 114242 | 43.7 | 115251 49| 123436 5657 135171 578
LA20 | 116339 | 13.8 | 171343 255 199713 426 247715 403
LA16 | 155458 | 14 | 161358 | 10.8 | 173433 | 184 | 214556 | 111
oL LA17 | 139871 | 30 | 140580 | 105 | 163662 | 43 | 201124 | 186
Algorithm |_LA18 | 124284 | 211 | 135417 | 178 | 158252 | 168 | 187422 | 163
LA19 | 111607 | 29.3 | 111738 | 200 | 120534 | 275 | 132597 | 226
LA20 | 112339 | 95 | 168905 | 132 | 194872 | 252 | 241212 | 203

Impact Factor (JCC): 6.8765 NAAS Rating: 3.11
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Table 18: Final Result comparisons of SFLA with otkr Heuristics

Results Comparision of SFLA with SFHM, AIS andHSB
% of Overall %
p % of % of of
Problem nt Improvemy Imp provem
Size over nt nt nt(IP)
tal (JixMij) [SFLA  [SFHM |IP SFHM  [AIS IP overAIS |HSB IP |over HSB
LA 16 10x10 939 945 6 5.9 96 | 7 6.95 948 |9 891 7.21
LA 17 10x10 783 784 1 1.00 791 | 8 7.92 789 | 6| 5% 4.96
LA 18 10x10 846 848 2 2.00 847 |1 1.00 849 |3[ 29 1.99
LA 19 10x10 841 842 1 1.00 851 | 10| 988 853 |12| 1183 757
4
2

[.No

B

LA20  |10x10 898 902 398 899 | 1] 100 01 ]3] 29 2.66
LA36  |15x15 1266 1268 200 1268 | 2 | 200 127 | 7| 696 3.65
7| LA37  |15x5 1389 1401 12 1190 | 1405 [ 16| 1582 | 1397 [8| 795 11.89
0

0

olols oo

8|LA 38 |1545 1196 119¢ 0 0.0 119 | 0| 000 119¢ 000 0.00
9| LA39 1505 1233 123: 0 0.0 12% | 1] 100 123: 000 0.33
10| LA40  |1505 1223 1224 1 100 1221 | 4] 3% 123t |15] 1482 6.60

VII. CONCLUSIONS

To avoid customer’s bad impression and To imprineedustomer’s Satisfaction by delivering the jolithiw the
due date is a very important criterion in the maotiring system. In order to avoid delay penaltietuding customer’s
bad impression, cost of lost future sales and mhEpping cost, due date constraints are considerbd. objective
considered in this paper is minimizing total hotglicost which means a sum of product inventory emst in process
inventory cost with consideration of tardy jobs amithout consideration of tardy jobs. And also afigtic Shuffled frog
leaping algorithm is proposed for the job-shop ddifiag problem to minimize total holding cost andke the pan. Strict
due date parameter and lose due date parametsedsfor analyzing the total holding cost. The psmubheuristics are
used for testing Lawrence 10 x 10 and 15 x 15 bmiack problems. Results show that SFL algorithm peed good

quality results compared with other Heuristics apgh procedures.
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