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Abstract:What students do in a self-paced online 

learning environment is a “black box”. The instructor 

has limited interactions with students and a restricted 

understanding of how students are progressing in 

their studies. A technology, sophisticated enough to 

predict the outcome of the student in an online 

learning environment was widely adopted in 

Predictive Learning Analytics. In the past, research on 

predictive learning analytics has emphasized 

predicting learning outcomes rather than facilitating 

instructors and students in decision-making or 

analyzing student behavior. This research study 

employed a predictive process monitoring technique 

to analyze the student’s event logs in an online 

learning and online test environment to predict the 

next activity the student is going to perform and the 

remaining time to complete the course or test. The 

Long Short Term Memory neural network approach 

is used in this work to predict the next activity of the 

running case by analyzing the sequence of historical 

data and Apromore to predict the completion time of a 

case. By employing the predictive monitoring of 

learning processes, new insights are developed to 

analyze students’ behavior in real-time and is 

achievable. 

 

Keywords: Predictive Process Monitoring, Predictive 

Learning Analytics, Process Mining, Learning 

Processes 

 
I. INTRODUCTION 

 
In any self-paced learning environment, each 

student will progress through the curriculum at 

varying rates and levels. Students who lag often 

suffer from a negative "ripple effect" wherein the 

deferred progress leads to discouragement and 

difficulty mastering complex subjects. The best 

method to deal with this situation is to provide 

timely guidance and assistance. Unfortunately, this 

is frequently easier said than done in real-time. 

Using event logs, the research field of process 

mining seeks to identify, track, and enhance 

real-time processing. Predictive Process Mining 

(PPM) is a general approach to predict the outcome 

of the traces or predict the future path of the running 

trace. PPM often referred to as predictive process 

monitoring is a technique used to predict the 

completion time and sequence of activities of a 

current trace by evaluating the historical data. By 

comparing specific metrics to what they normally 

mean for course success, instructors may keep a 

close check on student development by employing 

the PPM technique in the learning domain which 

can also be referred to as Predictive Learning 

Analytics.Christopher et al. [1] stated that Predictive 

Learning Analytics (PLA) has the potential to 

transform instructional techniques and enhance 

student progress and achievement. However, PLA 

implementation at academic institutions is still 

comparatively low, and instructors who do employ 

PLA don't handle it rigorously. To monitor and 

manage learners' performance, Mubarak et al. [2] 

have used the LSTM technique to predict which 

students are more likely to reduce their interaction 

with the course videos, hence identifying those who 

are at risk of performing poorly. Bulut et al. [3] 

emphasized the necessity of using online formative 

assessments to develop Learning Analytics models 

that seem to be predictive and are rooted in theory 

and instructional design. Despite increased research 

in the field of learning analytics, Wong et al. [4] 

have stated that there is no comprehensive 

predictive model backed by a strong evidence 

background that educators would use to make 

effective decisions are witnessed. Predicting the 

next activities and timestamp of a running case is the 

current trend in the Process mining domain. Ceci M 

et al. [5] employed sequential pattern mining to 

identify partial process models and used extra 

information about the activities and predicted the 

next activity and completion time.  

 

Tello Leal et al. [6] developed a prediction model 

for an IoT domain by defining the phases required to 

anticipate future activity using the LSTM neural 

network. To determine the following activity and 

timestamp, Camargo et al. [7] suggested a method 

for applying deep learning techniques to train 

precise models of business process behavior from 

event logs. In their research work, Pasquadibisceglie 

et al. [8] demonstrated a novel multi-input, deep 

learning-based approach for processing multi-view 

data to achieve predictive accuracy from the varied 

amount of information in each view. A unique 

prediction method that applies deep learning with 

recurrent neural networks and depends heavily on 

explicit process models was put forth by Joerg 

Evermann et al. [9]. In a different study, 

Pasquadibisceglie et al. [10] empirically 

demonstrated the value of computer vision in 
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predictive analytics by training 2-dimensional 

neural networks to forecast the subsequent activity 

of the running case using the RGB encoding 

technique. In the current research, we present an 

LSTM-based prediction model for predicting the 

sequence of future events from the event logs and 

remaining time using Apromore. As far as we are 

aware, no work has been done in the field of 

learning analytics to predict the next activity and the 

remaining duration of the learning processes. The 

remainder of the article is organized in the following 

manner. The methodology employed in the research 

is described in Section 2. The observations are 

covered in Section 3, and the conclusion and future 

work are presented in Section 4. 

 

II. METHODOLOGY 

 

In this part, we outline the metrics and dataset 

information utilized to assess the next activity and 

timestamp of students’ across two distinct datasets. 

We used the Long Short-Term Memory (LSTM) 

[11] algorithm to predict the next activity of an 

event log which is represented as a sequence of 

activities. LSTM is a form of artificial neural 

network used in Artificial Intelligence technology 

and deep learning. Unlike conventional 

feed-forward neural networks, LSTM has feedback 

connections. The event logs were preprocessed to 

extract each case's specific activities, which were 

then used as input for the LSTM Neural network to 

predict the subsequent activity. The timestamp is 

predicted by using Aprimore, a process mining 

platform. We evaluated the performance of 

prediction on two datasets. Well, known metrics 

such as Accuracy, Loss, Precision, and Recall were 

used to evaluate the next activity prediction, and 

error metrics such as Mean Absolute Error, Root 

Mean Square Error, normalized mean absolute 

error, and normalized root means square error were 

used to evaluate the remaining time prediction. 

 

NAEP Dataset. The eighth-grade students' data 

from the 2019 NAEP Data Mining Competition are 

included in this log [12]. There were 410 case ids 

(student ids) in the dataset used for this study, and 

144002 events (actions taken by the student) were 

recorded against the cases. Table 1 provides the 

attributes of the NAEP dataset. The event logs were 

preprocessed to extract all activities and presented 

in Figure 1. The activities in the event log were 

converted to acronyms and extracted activities were 

given as input to the LSTM neural network for 

activity prediction. The dataset as presented in Table 

1 was given as it is to the Aprimore tool for 

remaining time prediction. 

 

SPLE Dataset. This event log is originated from a 

self-paced four-week course in programming that 

was offered in 2021 to undergraduate students at an 

Indian university (anonymous) through a Learning 

Management System and an online assessment tool. 

Both the platforms used captured the activity 

performed by the students along with the timestamp. 

Thedata from the assessment tool and LMS were 

gathered and the minimum features required to 

apply process mining were processed.Three features 

namely caseid, activity, and timestamp were 

extracted for the current study by means of simple 

python script. The activities from both the dataset 

were further extracted by using  aggregate and group 

by function. 

 

Table 2 presents the structure of the Self Paced 

Learning Environment (SPLE) dataset and Figure 2 

presents the LSTM input structure. 

 
TABLE 1. NAEP DATASET USED FOR PREDICTION 

CaseID Activity Resource Timestamp 

233300028

9 

Enter 

Item Directions 

16-02-201

7 14:40 

233300028

9 Next Directions 

16-02-201

7 14:40 

233300028

9 

Exit 

Item Directions 

16-02-201

7 14:40 

 
TABLE 2. SPLE DATASET USED FOR PREDICTION 

Id Activity Timestamp 

Case001 Pre1 08-02-2021 17:08:00 

Case001 Post1 08-13-2021 17:38:00 

Case001 Pre2 08-01-2021 19:06:00 

 

 
 

Figure 1. NAEP input for LSTM 

 

 
 

Figure 2. SPLE input for LSTM 
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III. RESULTS 

 

Keras [13], a Python library for creating models of 

deep learning networks, was used in the next 

activity prediction implementation and Apromore is 

used for time prediction.Table 3 displays the LSTM 

network's implementation parameters used in the 

current study for predicting the next activity and the 

configuration used for predicting the time.The 

LSTM neural network was trained for two different 

event logs namely NAEP and SPLE as described in 

the dataset section.The event log NAEP includes 

410 cases and 42 activities, and SPLE includes 549 

cases and 25 activities.  

 

The LSTM neural network during its training 

identified the vocabulary size of 46 and 26, and the 

number of sequences as 144002 and 7681 for the 

NAEP dataset and SPLE dataset respectively.The 

event log was preprocessed to extract only the 

activities attribute from the log and given as input to 

the LSTM network to predict the next activity. Each 

instance of the neural network was set up to predict 

three outputs, ranked from highest to lowest 

probability. 

 

Both the dataset used in the study as the individual 

set is split into 20% of the validation set and 80% of 

the training set. The data set is fed to the layered 

neural networks. An output layer is built after the 

hidden layer (LSTM) and input layer (embedding). 

Table 4 below lists the output shape, layer type, and 

Param#.Figures 3 and 4 show the loss, accuracy, 

precision, and recall data of the model for each 

epoch, while Table 5 gives an excerpt of the results 

from the neural network's prediction of the next 

activity.  
TABLE 3. PARAMETER FOR THE PREDICTION 

Parameter Value 

Next Activity 

Epochs 50 

Batch Size 20 

LSTM Units 50 

Activation Function Softmax 

Loss Categorical_crossentrophy 

Optimizer Adam 

Metrics Accuracy, Precision, 

Recall 

Remaining time 

Prediction Type Remaining time 

Prediction Method Cat boost 

Feature Encoding Aggregate 

Metrics MAE, NMAE, RMSE, 

NRMSE 

 

 
TABLE 4. LSTM LAYERS, OUTPUT SHAPE, AND PARAM 

 

The Matplotlib library was used to generate these 

graphs. A loss curve during training is one of the 

most frequently used plots for debugging a neural 

network. It gives a preview of the training process 

and the direction in which the network learns.The 

epoch vs loss graph in Figure 3 and Figure 4 shows a 

good learning rate. To understand the progress of 

neural network accuracy vs epoch curve was 

plotted. The gap between the training and the testing 

accuracy is a clear indication of overfitting. The gap 

is minimal in the SPLE dataset compared to NAEP. 

Apromore [14] combines a variety of 

process-specific feature engineering and prediction 

bucketing techniques with machine learning 

algorithms to produce estimates that are both 

accurate and reliable. The objective of such 

predictions is to provide the decision-makers with 

accurate, stable predictions that can be presented to 

them as soon as possible to shorten the time it takes 

for critical intervention. Using the monitor option 

available in the Apromore tool the remaining time of 

each case was predicted. The prediction was made 

using the aggregate encoding technique and the cat 

boost prediction method. Using accuracy vs. prefix 

length and finished time for both datasets, the mean 

absolute error, root mean square error, normalized 

mean absolute error, and normalized root mean 

square error was calculated and shown in Table 6. 

Table 7 and Table 8 presents the output generated 

for predicting the time for the NAEP and SPLE 

dataset. Visualization of accuracy and prefix length 

is given in Figure 5 and Figure 6. 

 
TABLE 5. RESULTS FROM LSTM NEURAL NETWORK 

Dataset Accuracy Loss Precision Recall 

NAEP 0.7133 0.8870 0.7988 0.6407 

SPLE 0.7673 0.6316 0.7971 0.7148 

 

Dataset Layer Output Shape Param# 

 

 

NAEP 

Embeddi

ng 

<None,2,50> 1300 

LSTM <None,50> 20200 

Dropout <None,50> 0 

Dense <None,26> 1326 

 

 

SPLE 

Embeddi

ng 

<None,2,50> 2300 

LSTM <None,50> 20200 

Dropout <None,50> 0 

Dense <None,46> 2346 
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Figure 3. Visualization of Epoch vs loss, accuracy, precision, and recall for the NAEP dataset 

 

  

  
Figure 4. Visualization of Epoch vs loss, accuracy, precision, and recall for the SPLE dataset 
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Figure 5. Visualization of Accuracy vs Prefix length for NAEP dataset 

 

 

 

 
Figure 6. Visualization of Accuracy vs Prefix length for SPLE dataset 

 
TABLE 6. RESULTS FROM APROMORE FOR TIME PREDICTION 

 

Dataset MAE NMAE RMSE NRMSE 

NAEP 757.37 1.02 870.13 1.17 

SPLE 6748892.4 1.34 7806134.62 1.55 

 
TABLE 7. PREDICTION OF REMTIME AND PREDICTED COMPLETION FOR NAEP DATASET 

 

Case_id Remtime Last_timestamp Predicted Completion 

Case001 46598.31 08-03-2021 08:12 08-03-2021 21:08 

Case002 90775.32 08-03-2021 07:55 09-03-2021 09:07 

Case003 137551.9 08-03-2021 07:59 09-03-2021 22:11 
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TABLE 8. PREDICTION OF REMTIME AND PREDICTED COMPLETION FOR SPLE DATASET 

 

Case_id Remtime Last_timestamp Predicted Completion 

2333000289 1459.415996 16-02-2017 04:08 16-02-2017 04:32 

2333001633 1566.228698 02-02-2017 03:28 02-02-2017 03:54 

2333001897 1455.267 01-03-2017 07:47 01-03-2017 08:11 

IV.CONCLUSION AND FUTURE WORK 
 

In this research, we have used Neural Networks with 

process mining to predict the next activity and 

remaining time of a case in an event log. We 

empirically showed the performance of the 

techniques on the two datasets NAEP and SPLE and 

presented it in the results section. The next-activity 

prediction that can be made using Predictive Process 

Mining in process executions is calculated by 

identifying the probabilities of each possible 

scenario which focuses on ongoing cases and 

predict three outputs. The LSTM neural network 

was trained with specific parameters to meet the 

objective.  The parameters of the model include 50 

epochs, with batch size set to 20 and LSTM units set 

to 50. Softmax activation function was used for 

training the LSTM network. The loss was calculated 

by categorical_crossentrophy and Adam was the 

optimizer employed. The result shows the accuracy 

of NAEP and SPLE datasets for the next activity 

prediction was 0.71 and 0.76 respectively. 

Apromore a popular web-based tool was used to 

predict the remaining time with aggregate encoding 

and the cat boost prediction method. The NMAE 

and NRMSE were recorded as 1.02 and 1.17 for the 

NAEP dataset and 1.34 and 1.55 for the SPLE 

dataset. With the help of the predictive process 

mining that was used in the learning processes, we 

can get useful insights about what should be done 

next based on event logs. The use of event logs from 

the education domain is what makes this 

implementation unique. The validation of the 

current approach employed in learning processes 

required additional tests and it was also observed the 

order in which the traces are used to train the neural 

network has a direct impact on the results due to 

LSTM cell states and hence results obtained cannot 

be generalized to other cases. 

We believe the ability to analyze event logs from a 

learning or test environment in real-time can 

provide valuable insights about student behavior 

and support by providing timely inputs for 

successful learning outcomes. We would like to 

extend the research by comparing the current 

approach employed with other state of art 

techniques to predict the next event and remaining 

time. Another potential for future work is to predict 

all events of a case to completion. 
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