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Abstract— Diabetes mellitus is one of the most pressing
health concerns because so many people are afflicted by its
disabling symptoms. Factors such as age, excess body fat,
insufficient physical activity, a historv of diabetes in omne's
family, a sedentary lifestyle, an unhealthy diet, hypertension,
etc., all increase the likelihood of developing diabetes mellitus.
Health complications are more common in people with diabetes,
including cardiovascular disease, renal failure, stroke,
blindness, and nerve injury. To validate a diagnosis of diabetes,
hospitals typically perform a battery of procedures on the
patient. Big data analytics has many vital applications in the
healthcare sector. Numerous large computer systems are used
in the healthcare sector. With the help of big data analytics,
researchers can sift through mountains of data in search of
previously unseen patterns and insights. Current techniques
have a poor degree of precision in classification and forecast.
While previous research has focused on factors such as glucose,
body mass index, age, insulin, etc., the proposed model takes
these into account and also the other factors that may be more
relevant to the development of diabetes. The newer sample is
superior to the older one based on categorization accuracy. A
workflow algorithm for diabetes prognosis is also required to
improve the accuracy.

Keywords— diabetes prediction, Machine learning models,
precision, health care

[. INTRODUCTION

High diabetes numbers persist, however, in nations as
varied as Canada, China, India, and others. India has a
populace of over 100 million people, and it is believed that 40
million of them have diabetes. There is a strong correlation
between diabetes and increased death [1].[2].

Investigating diabetes prognosis using several
variables related to the condition has the potential to save
human lives through early diagnosis and treatment of illnesses
like diabetes [18]. We use the Pima Indian Diabetes Dataset
with several Machine Learning categorization and ensemble
Methods to generate illness prognoses. Stated, Machine
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Learning is a method that can be used to educate computers
and other devices officially. Many Machine Learning
Methods help in knowledge collecting by using the collected
data to build categorization and ensemble models [19]. The
detection of diabetes could benefit from these files.
Predictions can be made using various Machine Learning
techniques, and deciding which to use can be difficult.
Consequently, we employ commonly-used categorization and
ensemble methods for projection on the dataset.

II. PROPOSED METHODOLOGY:

Data

Consolidation

Model
Development
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Fig. 1. Diabetes Prediction Model Diagram

It has different kinds of modules, and important five
models include:

Existing Dataset
Data Customization

Consolidation
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Model Development Evaluation [3].
We shall take a look at each model briefly:

A. Existing Dataset

This section focuses on collecting and analyzing data to
identify patterns and trends that may be used for forecasting
and assessing outcomes. Here's a quick rundown of the data
we're working with: [4].

There are 800 entries in this diabetes dataset. with ten
different characteristics.

TABLEL : DATA SET CHARACTERISTICS

Name of the dataset
characteristic

Types of
characteristics

Total number of carried N
women

Body glucose level

BP

Age of the patient

Insulin

2 2| 2 2 2

Thickness of the skin

Type of the job wether it NO
is office work/ field work/
any other)

Body mass index value

Sex(Male/
Female/other)

Outcome C

B. Data Customization

In this stage of the model, we deal with erroneous
information to get more reliable outcomes. As you can see,
there are blanks in this data collection. Because features like
glucose level, blood pressure, skin thickness, body mass
index, and age cannot be zero, we imputed missing values for
these characteristics. We apply a scaling factor to the dataset
to make all values comparable [5].

C. Consolidation

To classify each patient as either diabetic or non-diabetic,
we used K-means clustering on the dataset. Found When
Glucose and Age were strongly correlated, K-means
clustering took place. [6-8] The K-means clustering method
used these two factors as the clustering determinants. Because
we used this clustering tool, each file has a category name (0
or 1) that tells what it is.

Algorithm:

Step 1: Select K clusters and collect data points.

Step 2: Randomly place centroids .

Step 3: Repeat Steps 4 and 5 for a set number of iterations.

Step 4: At every datapoint

-Select the closest point to the centroid
-assign correct point of the particular cluster

Step 5: (centroid), = Average of all centroid points
assigned to the cluster.

Step 6: Stop

D. Model Development

Model development is the most crucial stage since it
involves developing a model to foretell diabetes. We include

several machine-learning techniques for predicting diabetes.
[9-11].

Algorithn 1: Machine learning algorithms predict diabetes:

Randomize training and test sets

Specify Model Hn employs the following algorithms:
KNN(); DTC(); Gaussianhg();

LDA(); SVC(); LinearSVC(); AdaBoost();
RandomForestClassifier(); Perceptron();
ExtraTreeClassifier(); Bagging();

LogisticRegression(); GradientBoostClassifier();

End.

Fig. 2. machine learning algorithm to predict the diabetes

E. Evaluation:

We reached the last stage of the prediction model. Here,
we use

Assessment measures

Classification accuracy

Confusion matrix.

Fl-score to assess the efficacy of the predictions [12].[13]

1) Classification Accuracy:
It indicates how many input samples led to correct
predictions.

The format is as follows-

Accuracy of the predection
= (Correct predections)

/(total predections)
2) Confusion Matrix:
In these models. the overall performance is being
summarized in a matrix that is the final output.
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Fig. 3. Confusion matrix
Where,

TP:True/ Positive value of the diagnosis
FP: False/Positivevalue of the diagnosis
FN: False/Negativevalue of the diagnosis
TN:True/Negativevalue of the diagnosis

The accuracy of the matrix may be determined by
averaging its values along the principal diagonal.

Predict the value of F1 score:

It's how you find out how reliable a test is. The F1 Score
balances accuracy with recall using a harmonic mean [14,15].
F1 Score is between 0 and 1, which shows how accurate and
stable your system is at classifying. Specifically, its
mathematical expression is-

F1score value = (1/(1
/(precesion value of the predection )
+ 1/(recall value)))

F1 Score searches for a middle ground between
accuracy and recall.

Precision Value:

It is the proportion of true positives to total true
positives predicted by the classifier.

Precision=TP/((TP + FP))
Recall:

Correct positive findings as a percentage of total relevant
samples The formula is as follows:

Precision=TP/((TP + FN))

III. RESULTS

We obtained the following results after applying many
machine-learning algorithms to the dataset. The best
reliability, 97%, is achieved using logistic regression.

Accuracy

KNN
Bagging
Gradient Boost...
Logistic Regression
Perceptron
AdaBoost
Extra Trees m Accuracy
Random Forest
SvC
LDA
Gaussian NB

Decision Tree

0% 50% 100% 150%
Fig. 4. Accuracy Chart
For Logistic Regression, Here Is the Confusion Matrix

160

140
120
100
80
60
40
20
0 . .

Diabetic Non-Diabetic

= Non- Diabetic

M Diabetic

Fig. 5. An Error Matrix for Logistic Regression

Compare Accuracy, F1-Score, Precision, and Recall are
performance metrics [16].[17]. Fig 3 lists the confusion matrix
values for the most precise method. Seeing the range of values
enables us to comprehend the differences between them
better.

W Accuracy with
PIMA Dataset

M Accuracy with
§ Diabetes
Dataset used in
this paper

Logistic..

i
L¥]
]
pus
=
[
i
=
=
L

Decision Tree

Fig. 6. Accuracy comparisons across a range of machine learning
techmques
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With Pipelining, we improved Logistic Regression

accuracy to 97.2%.

Accuracy

102.00%
100.00%
98.00%
96.00%
94.00%

W Accuracy

Fig. 7. Predicting Outcomes

IV. CONCLUSION:

In this research, we use many machine learning algorithms

to analyze and classify the data, with the most incredible
accuracy coming from logistic regression at 98.50%. After
going through the pipeline, the AdaBoost classifier was the
best model, with 99.80% accuracy. We have seen machine
learning algorithms' accuracy in comparing two datasets. This
dataset makes the model more accurate and precise at
predicting diabetes than other datasets. In the coming years,
this study could expand to determine how common diabetes is
among the general population.
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