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A B S T R A C T   

The ever-increasing growth of online services and smart connectivity of devices have posed the threat of malware 
to computer system, android-based smart phones, Internet of Things (IoT)-based systems. The anti-malware 
software plays an important role in order to safeguard the system resources, data and information against 
these malware attacks. Nowadays, malware writers used advanced techniques like obfuscation, packing, 
encoding and encryption to hide the malicious activities. Because of these advanced techniques of malware 
evasion, traditional malware detection system unable to detect new variants of malware. Cyber security has 
attracted many researchers in the past for designing of Machine Learning (ML) or Deep Learning (DL) based 
malware detection models. In this study, we present a comprehensive review of the literature on malware 
detection approaches. The overall literature of the malware detection is grouped into three categories such as 
review of feature selection (FS) techniques proposed for malware detection, review of ML-based techniques 
proposed for malware detection and review of DL-based techniques proposed for malware detection. Based on 
literature review, we have identified the shortcoming and research gaps along with some future directives to 
design of an efficient malware detection and identification framework.   

Introduction 

Malware (malicious software) is a malicious code that is harmful and 
destructive to computer system, digital system, and mobile and elec-
tronic devices. The intension of malware is to damage the digital system 
and steal the valuable information [1,2]. Malware is major threat to 
system’s confidentiality, integrity, and privacy [3]. There are various 
types of malwares exist such as Viruses, Worms, Trojans, Backdoor [4], 
Ransomware [5], Adware, Spyware [6]. The tremendous increase in the 
year wise number of malware attacks worldwide [7] as shown in Fig. 1 
has become one of the biggest threats to software applications and 
various system such as personal computers, portable laptops, android 
operating system-based smart devices, Internet of Thing [8]. 

The journey of malware began in the year of 1986 when first mal-
ware named as brain was developed. It was distributed very fast into the 
computer systems and infected millions of computer. This was the 
growing phase of malware development and computerization system. 
Therefore, at that time very limited malware was available [9]. Nowa-
days, with growth of digital devices or smart devices number of new 
malware are created to compromise the security of devices and steal 

valuable information. In the new era of digital technology malware 
writers upgraded themselves with new malware evasion techniques that 
make the malware detection hard for antivirus software and detection 
tools, these malware evasion techniques [10] such as obfuscation, 
polymorphisms, metamorphism, packers and crypters, which make 
detection process difficult and generates complex malicious hidden 
programs [11]. 

The expansion in utility of android based devices, smart systems and 
online services in various fields such healthcare, banking, education, 
manufacturing, agriculture etc. has attracted the attention of malware 
attackers to compromises weak security of these devices for financial 
gain or infected the systems files [12]. The sources of malware access to 
the devices are as through downloading software’s from untrusted 
websites, by clicking the malicious URLs and phishing emails. Tradi-
tional techniques of malware detection work on the basis of signature 
patterns matching. The signatures can be cryptographic hashes and byte 
patterns, opcode analysis, these signature based analysis is known as 
static analysis, and it was performed without running the codes using 
reverse engineering of extracted features. The problem with static 
analysis is that it cannot detect the new signature or new malware 
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because of not updating of signatures database. Therefore, to overcome 
these problems the dynamic analysis methods was developed to monitor 
the run time behaviors of software. Dynamic analysis is performed in 
virtual environment using cuckoo sandbox tool to unpack the hidden 
patterns of programs. Decodes the obfuscated and polymorphism ac-
tivities that is activates while executing programs with malicious files 
[13]. However, sometime dynamic analysis is also inefficient to find out 
the zero-day malware detection due to overlapping nature of features. In 
order to solve these challenges researches has evolved the hybrid anal-
ysis approach for malware detection, which is the combination of static 
and dynamic analysis. Although, hybrid analysis has to be effective in 
finding the malicious activity into computers and smart systems [14]. 

Over the period of time, the growth in malware creation is increasing 
regularly. Thus, identification of malware through conventional 
methods like signature based, rule-based, graph based, entropy-based is 
difficult. Recently, the trends has been shifted towards artificial intel-
ligence based malware detection system. Thus, to overcome these issues 
and challenges of new malware detection, the potential of ML and DL 
techniques have explored for designing malware detection framework as 
shown in Fig. 2 to detect new malware variants. In literature, various ML 
and DL-based frameworks have been mentioned [15]. The ML and DL 
models work on the basis training and testing dataset, the classification 
algorithm need to be learned using train dataset after proper training of 
classifier. Then, tested using new dataset for correct prediction of target 
class. Overall, these two factors have an effects on prediction capability 
of classifiers [16]. 

The ML classifiers are employed extensively for malware detection. 
Each classifiers has its own merits and limitations. The results of ML 
classifier also depends on quality features or optimal feature [17,18]. 

Whereas DL models is known for handling huge amount of dataset due to 
its automatic feature extraction capability. Many work has employed 
DL-based models for malware detection. Still the hunting of DL capa-
bility remain to be explored to detect advance malware for 
cross-platform [19]. To handle the advance and conventional malware 
we need to explore effective, efficient and reliable automated malware 
detection system. Although, number of author have designed automatic 
malware analysis systems to defeat the advanced obfuscation method, 
packing method and polymorphism method. In order to make effective 
these automated malware detection system the regular analysis of 
malware is needed to update the detection system with the new pattern 
and variants of existing malware [20]. Overall, malware detection is a 
proactive defence measure that plays a critical role in safeguarding 
digital assets, maintaining operational continuity, and preserving the 
privacy and security of users and organizations. 

The primary contribution of this paper is as follows:  

i. Present a detailed background of malware, effect of malware 
detection, importance of malware detection, type of malware, 
various malware evasion techniques and taxonomy of malware 
analysis.  

ii. Present a detailed review of feature selection techniques used in 
the design of malware detection system and its comparative 
analysis with state-of-the-art ML and DL models. 

iii. Present a comprehensive review of ML-based techniques pro-
posed for malware detection and, its results analysis with 
different types feature extraction, feature selection methods and 
malware datasets.  

iv. Present a review of DL-based techniques proposed for malware 
detection and its summary of different feature extraction method 
and different DL models.  

v. Present the main shortcomings and research gaps that are 
observed in the review of the literature related to malware 
detection and analysis.  

vi. Present the sources of different malware dataset used in the 
literature survey and provides future directives for emerging 
malware detection. 

This survey study is structured in the following sections: Section 2 
provides a motivation and problem statements. Section 3 is background 

Fig. 1. Year wise depiction in Number of Malware Attacks.  

Fig. 2. General diagram of Malware Detection using ML and DL.  
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of malware. Section 4 mentioned about literature of different malware 
detection techniques. Section 5 presents shortcomings and research gap 
of study. Section 6 defines machine learning models used for malware 
detection. Section 7 show deep learning approaches. Section 8 is sources 
of malware dataset. Section 9 is recommendation for malware Detection 
system. Finally, Section 10 is conclusion of this study. 

Motivation and problem statement 

The cybersecurity landscape is constantly evolving, with new and 
sophisticated malware variants emerging regularly. Ongoing malware 
detection research ensures that security solutions stay up-to-date and 
effective against the latest threats. Malware poses a significant threat to 
computer systems, networks, and sensitive data. Detecting and 
removing malware is crucial to prevent unauthorized access, data 
breaches, and potential damage to hardware and software components 
[21]. Malware can cause financial losses by stealing sensitive informa-
tion, such as credit card numbers or banking credentials, leading to 
fraudulent transactions or identity theft. Detecting and neutralizing 
malware helps protect users from financial harm. Malware can invade 
user’s privacy by capturing personal information, monitoring online 
activities, and spying on user’s activity. Malware detection helps safe-
guard user privacy and prevents unauthorized data collection. Some 
types of malware, such as ransomware can encrypt or delete files, 
leading to permanent data loss if the user doesn’t pay the ransom. Early 
detection of ransomware can prevent such data loss. Malware can 
consume system resources, slow down computer performance, and 
cause crashes. Detecting and removing malware ensures that systems 
run efficiently and without disruptions. 

The motivation of this research study is to develop effective malware 
detection system on the basis of shortcomings and research gap from 
literature review that can accurately and efficiently identify malicious 
software, protect users and systems from cyber threats, and contribute to 
improving overall cybersecurity. In addition, it can accurately distin-
guish between malicious and benign files, and minimize false positives 
(flagging legitimate files as malware) and false negatives (failing to 
detect actual malware) [22]. 

Background of malware 

Effects of malware 

Malware can have significant and far-reaching effects on individuals, 
organizations, businesses, governments and society as a whole. The ef-
fects of malware can vary depending on the type of malware, the target, 
and the intentions of the attackers. Here are some common effects of 
malware:  

• Data Theft and Breaches: Malware can be used to steal sensitive 
information such as personal identification, financial data, login 
credentials, and intellectual property. This stolen data can be used 
for identity theft, fraud, or sold on the dark web [23].  

• Financial Loss: Malware can lead to financial losses through various 
means, including unauthorized access to online banking accounts, 
credit card fraud, and ransom demands [24].  

• System Disruption: Malware can disrupt the normal functioning of 
computer systems, leading to crashes, freezes, and slowdowns. This 
can result in loss of productivity and downtime for individuals and 
businesses [25].  

• Data Destruction: Some malware is designed to destroy data on 
infected systems, making it irrecoverable. This can be particularly 
damaging for businesses that rely on critical data for operations. 

• Privacy Violations: Malware can compromise the privacy of in-
dividuals by monitoring their online activities, capturing keystrokes, 
recording webcams, and intercepting communications [26].  

• Botnet Formation: Malware can create botnets, which are networks 
of infected devices that can be controlled by a malicious actor. Bot-
nets are often used to launch coordinated attacks, such as Distributed 
Denial of Service (DDoS) attacks [27]. 

• Propagation: Malware can spread rapidly across networks and de-
vices, infecting more systems and expanding its reach. This can lead 
to a wider outbreak and damage [28].  

• Reputation Damage: If malware leads to data breaches or other 
cyber incidents, it can damage the reputation of individuals, busi-
nesses, and organizations. Customers and stakeholders may lose trust 
in the affected entities [29].  

• Legal and Regulatory Consequences: Depending on the nature of 
the malware attack, legal actions and regulatory fines might be 
imposed on the responsible parties. Organizations that fail to 
adequately protect their systems may face legal liabilities [30]. 

• Resource Consumption: Some malware consumes system re-
sources, such as processing power and bandwidth, to carry out its 
malicious activities. This can result in decreased system performance 
and increased operating costs [31].  

• Supply Chain Attacks: Malware can be introduced into a software 
supply chain, infecting legitimate software updates or products. This 
can lead to the distribution of malware to a large number of users 
who trust the compromised source [32]. 

Importance of malware detection 

Malware detection is crucial for several reasons, primarily focused 
on protecting computer systems, networks, and users from the harmful 
effects of malicious software. Here are some key reasons why malware 
detection is important:  

• Security: Malware can compromise the security of systems, leading 
to data breaches, theft of sensitive information, unauthorized access, 
and other security threats. Detecting malware helps identify and 
neutralize these threats before they can cause significant damage 
[33].  

• Data Protection: Malware can steal, corrupt, or destroy data. 
Detection helps prevent data loss and safeguards the integrity and 
confidentiality of valuable information, including personal, finan-
cial, and business-critical data [33].  

• System Integrity: Malware can disrupt the normal operation of 
computer systems, causing crashes, slowdowns, and system insta-
bility. Detection ensures that systems remain stable, reliable, and 
available for users [34].  

• Financial Impact: Malware can lead to financial losses through 
activities like fraud, unauthorized transactions, and ransom de-
mands. Detecting malware helps mitigate these financial risks.  

• Privacy: Malware, especially spyware and keyloggers, can invade 
users’ privacy by monitoring their activities, capturing sensitive in-
formation, and even spying on them through webcams and micro-
phones. Detection helps protect users’ privacy [34].  

• Preventing Propagation: Malware can spread rapidly, infecting 
multiple systems and devices within a network [29]. Effective 
detection helps halt the propagation of malware and prevents it from 
spreading to other parts of the infrastructure.  

• Mitigating Reputation Damage: Malware incidents can damage 
the reputation of individuals, businesses, and organizations. 
Detecting and mitigating malware helps prevent these reputation- 
damaging events [35].  

• Regulatory Compliance: Many industries and regions have data 
protection regulations that require organizations to take appropriate 
measures to secure their systems and data. Malware detection is a 
fundamental component of such compliance efforts [30]. 

• Preventing Secondary Infections: Malware can create vulnerabil-
ities that other malware exploits. Detecting and removing initial 
infections can prevent subsequent attacks [36]. 
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• Protection against Evolving Threats: The landscape of malware is 
constantly evolving, with new variants and techniques emerging 
regularly. Robust malware detection mechanisms, often powered by 
threat intelligence, help stay ahead of these evolving threats [37]. 

Types of malwares 

There are various types of malware, each designed to exploit or 
compromise computer systems and networks in different ways. Here are 
some common types of malwares whose description is given as follows:  

• Virus: A computer is a type of malicious software (malware) that is 
designed to replicate itself and spread from one computer virus to 
another. It can attach itself to legitimate programs or files and can 
execute malicious actions without the user’s knowledge or consent. 
Computer viruses are a form of cyber threat and are considered 
harmful to both individual users and organizations [38,39]. 

• Worms: Computer worms are a type of malicious software (mal-
ware) that spread across computer networks and systems, often 
exploiting vulnerabilities to replicate themselves. Unlike viruses, 
worms do not need to attach themselves to existing files or programs 
to spread. They can independently execute and propagate, making 
them particularly effective at rapid proliferation. Worms are a sig-
nificant cybersecurity threat due to their potential for causing 
widespread and quick damage [38,39].  

• Ransomware: Ransomware is a specific type of malicious software 
that encrypts the victim’s files or locks them out of their system, 
rendering their data inaccessible [39]. The attacker then demands a 
ransom payment, usually in cryptocurrency, in exchange for 
providing the decryption key or restoring access to the compromised 
data. Ransomware attacks have become increasingly prevalent and 
disruptive in recent years, affecting individuals, businesses, and even 
critical infrastructure [40].  

• Spyware: Spyware is a type of malicious software that secretly 
gathers information from a user’s computer or device without their 
knowledge or consent. It is designed to monitor and collect data 
about the user’s activities, including their online behavior, personal 
information, browsing habits, and more. This collected information 
is then typically sent to a remote server controlled by the attacker or 
the entity behind the spyware [39].  

• Adware: Adware, short for "advertising-supported software," is a 
type of software that displays unwanted advertisements on a user’s 
device. Unlike malware that aims to steal data or damage systems, 
adware’s primary purpose is to generate revenue for its creators by 
delivering ads to users’ computers, often in an aggressive or intrusive 
manner. Adware can come in the form of browser extensions, soft-
ware applications, or even pre-installed on certain devices [40]. 

• Trojans: A Trojan, also known as a Trojan horse, is a type of mali-
cious software that disguises itself as legitimate software or files to 
deceive users into executing or opening them. Unlike viruses or 
worms, Trojans do not replicate themselves [39]. Instead, they often 
rely on social engineering tactics to trick users into willingly 
installing or executing them, leading to unauthorized access, data 
theft, or other malicious activities [40].  

• Key loggers: A keylogger, also known as keyboard capture, is a type 
of malicious software designed to record and capture the keystrokes 
typed on a computer or other input devices like keyboards. The 
primary purpose of a keylogger is to secretly monitor and collect the 
information entered by a user, including passwords, usernames, 
credit card numbers, messages, and other sensitive data [41].  

• Fileless Malware: Fileless malware, also known as non-malware or 
memory-based malware, is a type of malicious software that operates 
without writing files to the targeted system’s disk. Unlike traditional 
malware that relies on executable files stored on the hard drive, 
fileless malware resides in the system’s memory or uses existing 
legitimate processes and tools to carry out its malicious activities. 

This makes fileless malware particularly difficult to detect using 
traditional antivirus and security tools that focus on file-based 
threats [42].  

• Rootkits: A rootkit is a type of malicious software that is designed to 
provide unauthorized and often hidden access to a computer system, 
while actively concealing its presence and activities from users and 
security software. Rootkits are particularly stealthy and intrusive, as 
they operate at a deep level within the operating system, allowing 
attackers to maintain control over compromised systems while 
evading detection [38,39]. 

• WannaCry: WannaCry" is a type of ransomware that gained wide-
spread attention in May 2017 due to its rapid and highly disruptive 
global spread. It targeted computers running Microsoft Windows 
operating systems, exploiting a vulnerability in the Windows Server 
Message Block (SMB) protocol [43]. 

Malware evasion techniques 

Nowadays, malware writers employing Obfuscation method that is 
intentionally designed to be difficult to detect and analyze [44]. It em-
ploys various obfuscation techniques to hide its true nature and evade 
traditional security measures. The primary goal of obfuscation malware 
is to bypass antivirus and other security software, making it challenging 
for security analysts to identify and mitigate the threat [45]. There are 
some common malware evasion techniques that are described as 
follows:  

a) Polymorphism: It was generated in 1900 by Mark Washburn. This is 
the techniques to generate unlimited new variants of malware from 
existing class to make analysis and detection harden. The poly-
morphism code change itself at every infection to avoid detection. 
Polymorphic malware uses the code obfuscation techniques to make 
analysis undetectable by using packing, encryption, and junk code 
insertion [46,47].  

b) Metamorphism: Metamorphic malware is similar to polymorphic 
malware, but it goes a step further by completely rewriting its code 
each time it infects a new host. This makes it extremely challenging 
to detect, as the malware’s code appears entirely different with each 
infection [47,48].  

c) Data Obfuscation: It is data masking or data anonymization, is the 
process of transforming data in such a way that it becomes more 
difficult to understand or identify, while still retaining its overall 
structure and usability for certain purposes. The primary goal of data 
obfuscation is to protect sensitive or private information, particularly 
in scenarios where sharing or analyzing the original data could pose 
risks to individuals’ privacy, security.  

d) Packers and Crypters: Malware authors use packers and crypters to 
compress and encrypt malicious code. This changes the file’s signa-
ture, making it difficult for signature-based antivirus solutions to 
recognize the malware [49,20]. 

Process of malware investigation 

Malware analysis involves the process of dissecting and under-
standing malicious software to determine its functionality, behavior, 
and potential impact. Malware analysis provides the clear view of 
malware in the code and meaning of the byte string used to steal the 
information or change the original code by the attacker. In analysis 
process, different key feature of code is extracted that provide the in-
formation and functionality of malware’s activities into the system or 
network system [50]. There are three most commonly used techniques 
for malware analysis [41] as shown in Fig. 3.  

a) Static Analysis: Static analysis of malware involves examining the 
malicious code or file without executing it. This analysis technique 
allows security researchers and analysts to understand the structure, 
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behavior, and potential threats posed by the malware without 
running the risk of infecting a system. Static analysis can provide 
valuable information about the malware’s behavior, capabilities, 
and potential impact on a system. Static analysis is particularly 
useful for quickly identifying known malware signatures and 
extracting important information from the code or files [48,49]. 
Functionality of malware code could be analyzed by inspecting in-
ternal code of malware. It provides the information about the mal-
ware’s identity, libraries, URL, programming language [51] as 
shown in Fig. 4. The static analysis process is faster and provides the 
deeper knowledge about the execution path of malware. However, it 
has disadvantage of not detecting new variants of malware families 
or polymorphic malware that is specifically designed to evade static 
analysis [52].  

b) Dynamic analysis: In this execute the malicious code in a controlled 
environment to observe its behavior and understand its capabilities. 
Unlike static analysis, which examines the code without running it 
[49]. In Dynamic analysis provides real time observation of how 
malware adapts and behaves in response to specific environmental 
conditions. By observing the malware in action, analysts can gain 
insights into its intended purpose, propagation methods, and po-
tential damage it could cause [53]. However, conducting dynamic 
analysis carries some risk since the malware is actively running, and 
there is a possibility of unintended consequences. Therefore, it is 
essential to conduct dynamic analysis in a controlled and isolated 
environment to minimize the potential impact on the host system 
and the broader network [54]. The process of dynamic analysis is 
depicted in Fig. 5.  

c) Hybrid Malware Analysis: Hybrid malware analysis, also known as 
combined analysis or integrated analysis, is an approach that com-
bines multiple techniques, such as static analysis, dynamic analysis, 
and behaviour analysis, to gain a comprehensive understanding of 
malware. By leveraging the strengths of different analysis methods, 
hybrid analysis aims to overcome the limitations of individual 
techniques and provide a more robust and accurate assessment of the 
malware’s behaviour, capabilities, and potential impact [55]. 

Literature review 

In this review, overall literature of the malware detection is grouped 
into three categories such as review of feature selection (FS) techniques 
proposed for malware detection, review of ML-based techniques pro-
posed for malware detection and review of DL-based techniques pro-
posed for malware detection. 

Review of feature selection techniques used in the design of malware 
detection system 

This section present review of the literature on FS techniques used in 
the design of malware detection system. Cai et al. [56] have presented 
an information gain (IG) based android malware detection (AMD) 
framework to selects optimal features from extracted features of eight 
categories. This framework calculates the feature weight using Joint 
Optimization Weight Mapping (JOWM) function and three ML classifier, 
and utilized the differential evolution algorithm (DEA) to jointly opti-
mize parameters of weight map function and classifiers. 

Singh et al. [57] have presented a lightweight malware detection 
framework by using the Latent Semantic Indexing (LSI) approach to 
reduced dimensionality of dataset and improve the detection rate. This 
lightweight detection system is evaluated on CICInvesAndMal2019 
dataset using a Random Forest (RF) classifier that show 93.92 % 
accuracy. 

Wang et al. [58] introduced the improved new self-variant genetic 
algorithm to selects the appropriate features for improving the AMD. 
The proposed method demonstrated the binary classification using the 
ML models such as RF, Logistic Regression (LR), K-nearest neighbour 
(KNN), Gaussian Naive Bayes (GNB). The best accuracy obtained by the 
GNB classifier is 95.5 % and 93.3 % by KNN. 

Sahin et al. [59] have proposed the ML-based AMD framework, 
which is enabled with linear regression-based FS method to eliminates 
the irrelevant features and selects the most appropriate permission 
features that can increase the accuracy of the model. The best accuracy 
of the proposed model is achieved by RF that is 96.45 %. Alzubi et al. 
[60] proposed a hybrid SVM and metaheuristic based Harris Hawks 
feature optimization (HHO) algorithm to improve results of malware 
detection system (MDS) using CICMalAnal2017 dataset. This model has 
achieved 93.12 % accuracy. The proposed model has the major limita-
tion of high time and poor accuracy for new kinds of malware. 

Bhat and Dutta [61] presented a multi-tier feature selection frame-
work using the filter-based Information Gain (IG) technique for AMD. 
Three types of important features such as permission, API calls and in-
tents were selected for static analysis. The selected malware features 
classified using the five ML models such as RF, DT, LR, NB and support 
vector machine (SVM). The highest accuracy achieved by RF is 96.28 %. 
The proposed work is dedicated for binary classification and did not 
performed the experiment for multiclass malware which is a limitation. 

Sharma and Agrawal [62] used the Binary Particle Swarm Optimi-
zation (BPSO) algorithm to optimize the android malware features. The 
optimal features obtained by this method are 72 features out of 215. The 

Fig. 3. Taxonomy of Malware Analysis Techniques.  
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accuracy by the proposed Deep Neural Network (DNN) model is 94.92 % 
on the Drebin dataset. 

Shatnawi et al. [63] introduced an effective ML-based AMD by using 
the Recursive Feature Elimination (RFE) feature reduction approach. 
The LR model was used for classification of selected feature into a 
malware and benign class. The malware classification was performed on 
two types of android features like API call and permission. The best 
performing classifier on this dataset is SVM that can detect the malware 
with 94.36 % accuracy with permission features and 83% accuracy with 
API calls. However, the presented model performed poor in terms of 
Recall and F1-score. 

Alazzam et al. [64] proposed a wrapper method for android malware 
classification using the improved binary Owl optimizer and RF classifier. 
The accuracy of the method is 98.84 % on Drebin dataset using ML 
model. However, the F1-score of the model is very poor. Hossain et al. 
[65] proposed a particle swarm optimization (PSO) based feature opti-
mization method to detect the android ransomware attack. Then, RF and 

SVM classifiers are applied for classification in which the RF achieved 
the better classification accuracy on malware datasets. However, the 
model is not evaluated on latest datasets that contains the various kinds 
of new malwares. The accuracy achieved in detecting the ransomware 
attack is 81.58 %. 

Chemmakha et al. [66] proposed a ML-based malware detection 
model which applied the embedded methods (RF and LightGBM) to 
reduce the dimensionality and selects informative features. The pro-
posed model provides the better results with RF and XGBoost that ach-
ieved more than 99 % accuracy. The proposed model did not mentioned 
the results of other evaluation parameter such precision, recall and 
F1-score for effective analysis of the model. 

Grace and Sughasiny [67] have designed the android malware 
detection system using the Aquila optimizer to optimize the feature sets 
into optimal solutions. Then, used the hybrid LSTM-SVM model for 
analysing malware on the basis of permission features. It achieved 97 % 
accuracy on CIC-AndMal-2017 dataset. However, the proposed 

Fig. 4. Schematic diagram of static analysis for malware detection [9].  
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techniques suffer from low recall and F1-score to assess the overall 
performance of the model. Sharma and Agrawal [68] presented an 
android malware detection system using modified Intelligent Water 
Drop Algorithm (IWD) as feature optimization to improve accuracy. 
Then, applied hybrid DNN for malware detection that achieved the 
99.12 % accuracy on Malgenome dataset. 

Soundrapandian and Subbiah [69] presented the a framework for 
malware detection using light weight ML. It used the evolutionary 
method for FS to learn multivariate behaviour of features and mahala-
nobis distance metric to classify as benign or malware. The malware 
detection accuracy of this model is 95.69 % on CICMalDroid-2020 
dataset. However, this framework is unable to detect the obfuscated 

malware on real time basis and required the multiclass malware 
detection. 

Ghazi and Raghava [70] designed the wrapper-based metaheuristic 
Mayfly Algorithm (MA) for malware detection. The presented model 
used the ML classifiers such as RF, SVM and KNN to evaluate the model 
using CIC-MalMem-2022 dataset. It obtained the best detection accuracy 
99.99 %. However, authors consider this work for binary classification 
and not performed the experiment for multiclass malware detection. 

Al-Andoli et al. [71] presented the hybrid feature optimization 
techniques of backpropagation (BP) and PSO algorithm for malware 
detection using optimal features. This work is evaluated on four types of 
malware dataset to assess the in-depth performance. The proposed 

Fig. 5. Schematic diagram of dynamic analysis for malware detection [9].  
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framework is efficient and scalable with the parallel computing setup to 
improve the detection accuracy. However, this work did not indicated 
effectiveness of the model for multiclass malware or unknown malware. 

Abbasi et al. [72] proposed a new approach for ransomware detec-
tion which is based on the automatic feature selection by PSO. The 
important features are selected from various group of ransomware fea-
tures data using PSO on the basis of feature importance. Then, optimal 
features are given to the five ML models for classification of ransomware 
attack. This work shows the binary and multiclass classification of 
ransomware variants on Resilient Information Systems Security (RISS) 
dataset. However, the accuracy of binary and multiclass is poor or not 
satisfactory to early works. 

Islam et al. [73] designed a ML empowered android malware clas-
sification (AMC) framework to optimal feature selection based on 
weighted voting ensemble learning (EL). RFE and Principal Component 
Analysis (PCA) are employed for informative feature selection (IFS). This 
work experimented for multiclass malware detection along with dy-
namic features. The ensemble model consisted of RF, DT, KNN, SVM and 
Multilayer Perceptron (MLP). The accuracy obtained by weighted voting 
model is 95 %. 

Mahesh and Hemlatha [74] have introduced a hybrid Adaptive Red 
Fox Optimization (ARFO)-based CNN architecture for AMD. The pro-
posed model was evaluated on collected malware and benign applica-
tion that can classify the malware and benign application with 97.29 % 
accuracy. However, this work focused on binary classification of mal-
ware and not shown malware family classification. 

Alomari et al. [75] proposed the Correlation-based FS (CFS) for 
malware detection using LSTM model. The proposed FS method ach-
ieved the reduction in dimensionality of features to obtain optimal 
features. However, the performance of proposed method is not effective 
on selected features. 

Albakri et al. [76] designed a Metaheuristic FS (MFS)-based AMD 
model for binary classification. This work applied the Rock Hyrax 
Swarm Optimization (RHSO) algorithm to reduce the complexity of 
dataset, minimize the computational cost and improve the performance 
of the model. Although, detection accuracy is 99.05 % by DL-Attention 
Recurrent Auto-Encoder (DL-ARAE) model which indicated that model 
is better than previous works. The weakness of this work is that, authors 
did not performed the multiclass malware detection to detect the new 
malware. 

Daniel et al. [77] introduced the malware detection framework for 
cyber physical system (CPS). This work applied the Snake optimizer to 
reduce the dimensionality and select optimal features for Graph con-
volutional network (GCN) model. The GCN is used for malware classi-
fication along with the Flower Pollination Algorithm (FPA) which tuned 
the optimal parameter. The proposed work obtained better results with 
98 % accuracy for binary classification. 

Mahindru and Sangal [78] have proposed a LSSVM (Least Square 
Support Vector Machine) based malware detection model. This work is 
dedicated to classifying applications as malware or benign. Authors 
applied the ranking and subset feature selection approaches and ach-
ieved the detection accuracy of 98.8 %. The obtained accuracy indicates 
that the model is robust and effective. However, the presented model is 
dedicated for binary classification. 

Sahin et al. [79] presented the work dedicated to filter based feature 
selection for ML based AMD. The presented model is static analysis 
based model that used eight feature selection techniques to improve the 
detection results. However, in this work only permission based features 
considered for malware detection. 

Another work presented by Sahin et al. [80] is permission based AMD 
by employing dimension reduction methods like PCA and Linear 
discriminant analysis (LDA). The permission features extracted from 
APK files and on extracted features dimension reduction methods was 
applied. The results obtained on reduced features set by LDA is better 
than PCA on permission features. The limitation of the proposed model 
is that it has considered only permission features for android malware 

detection. 
Chimeleze et al. [81] presented the feature selection based AMD 

using ML and the detection rate is 99 % with employed feature selection 
like backward, forward and exhaustive subset selection method. Pre-
sented method consumes less memory and required minimum running 
time. 

Wu et al. [82] presented a new FS technique for AMD using rein-
forcement learning (RL). In this work, presented a new wrapper based 
Double Deep Q Network (DDQN) feature selection method that reduces 
the computational time of the model and used word embedding tech-
nique to increase the feature importance. The obtained accuracy is 95.6 
% by RF on 24 optimal static features that indicates the effectiveness of 
proposed framework. 

Review of ML-based malware detection system 

ML is a subset of Artificial Intelligence (AI) technology used for 
malware detection and threat prediction. ML algorithms works on basis 
of input data to perform the task of detection, classification and pattern 
matching by deep analysis of data. A detail literature review of related 
works on the malware detection using ML techniques are discussed in 
this section. 

Garg and Baliyan [83] presented a parallel classifier-based zero-day 
malware detection using ML. It is based on supervise learning. The 
parallel ML classifiers like Pruning Rule-based Classification Tree 
(PART), Ripple Down Rule Learner (RIDOR), SVM and MLP were used on 
10-fold cross validation to improve the malware detection accuracy. The 
proposed work has a good accuracy of 98.27 % with ensemble of parallel 
classifiers, which demonstrates the robust performance of the applied 
methods. 

Wang et al. [84] presented the Mobile Malware Detection (MMD) 
framework for network traffic features analysis. The proposed frame-
work collected the network traffic data from mobile apps and extracts 
the hypertext transfer protocol (HTTP) request and transmission control 
protocol (TCP) flow features for learning the malicious behaviours. The 
categorization of the network traffic features into malware or benign is 
done by C4.5 classifier that obtained the 97.89 % detection rate. 

Bahtiyar et al. [85] presented an approach of multidimensional ML 
for advance malware detection like Stuxnet. The detection process is 
carried out to find the correlation between conventional malware and 
advances malware using five features of windows API calls. The 
regression models were applied to predict the advanced malware on 
defined features. The proposed model was not evaluated using standard 
metrics such as accuracy, precision and recall of any AI models. 

Xiaofeng et al. [86] proposed MDS that combines the API sequences 
and statistics features. In this study, ArguMent-Hashing-based API cor-
relation fast Analysis algorithm was used. This study has used hybrid of 
RF and BiLSTM models for classification that achieved 96.7 % accuracy. 
This work did not performed the multiclass classification and evaluated 
with small amount of dataset. 

Karbab and Debbabi [87] proposed a MalDy framework based on 
supervise learning for portable malware detection. This model generates 
the behaviour reports of features using Bags of Words (BoW) which is a 
natural language processing (NLP) technique. Then, these features are 
used by ensemble of ML models for threat classification as malware or 
benign. The F1-score of the proposed model is 94.86 %. 

Han et al. [88] presented the profiling-based malware detection 
framework named as MalInsight. The profiling of malware consisting in 
three categories: basic level, low level and high level behaviour. The 
MalInsight can detect the obfuscated malware with accuracy of 99.7 %. 
In addition, the accuracy of family classification is 94.2 % that shows 
effectiveness of MalInsight. 

Roy et al. [89] presented the AMD model using ML approach to sort 
out the temporal bias found in previous work. This work extracts the 
vulnerable features of the application, then applied the aggregation 
method to count the occurrence of the features. After that, to find and 
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reduce the optimal features, a ML-based techniques called Non-negative 
Matrix Factorization (NMF) was applied. The prediction of malware 
applications was done by SVM classifier using reduced feature that 
achieved the 88.72 % accuracy and without feature reduction SVM 
attained the 93.35 % accuracy. However, this work lacks class-wise 
classification of malware family to detect the new obfuscated malware. 

Gupta and Rani [90] have addressed the issues of malware detection 
in big data environment. They have proposed a weighted voting to 
calculate feature weight and stacking approaches for ranking of features 
using ensemble learning. The Cuckoo Sandbox tool was used to conduct 
the static and dynamic malware analysis. For scalability, Apache spark 
framework used to process huge amounts of malicious big data. The 
outcome of the proposed approach is 99.5 % accuracy by weighted 
voting method. 

Amer and Zelinka [91] presented a embedding technique-based 
malware detection to understand the contextual relationship between 
API call sequences, along with this, it also incorporates segregating 
method to make the cluster of similar contextual relationship of API 
calls. Then, these distinct features are classified using Markov chain 
model. The proposed model can detect and predict malware or good-
ware with an average accuracy of 99.7 %. However, this work was 
evaluated on single dataset and performed binary classification. 

Surendran et al. [92] introduced a Tree Augmented Naive Bayes 
(TAN)-based malware detection model. This model addresses the issues 
of multicollinearity problems that can degrade the performance of the 
classifiers. This work dedicated for malware detection by hybridizing 
the static and dynamic feature for efficient detection. Then, three ridge 
regularized logistic regression classifiers applied to classify threat as 
malware or benign application. The proposed model detects the mal-
ware with accuracy of 97 %. 

In [93], the authors have presented a static analysis feature based 
MDS to improve TPR and minimize FPR. This framework applied the 
improved filter-based feature selection techniques such as KNN-based 
Relief (KNN-R) and Chi-square. To enhance the detection rate, this work 
upgraded the kernel for SVM termed as optimized SVM. 

Singh and Singh [94] presented a behaviour-based malware detec-
tion model using cuckoo sandbox tool to conduct dynamic analysis. 
Different features were extracted by this tool such as Printable String 
Information (PSI), API calls, registry files, file system and network 
operation. Three types of operation was performed on the printable 
strings features, such as generation of high dimensional matrix using 
text mining, used Singular Value Decomposition (SVD) technique to 
decrease dimension and calculated Shannon entropy. At last, all these 
fine-tuned features were incorporated for training and testing to the ML 
classifiers to detect malware. These proposed work applied large num-
ber of classifiers. The highest accuracy of 99.54 % obtained with ADA 
ensemble learning model. 

Surendran et al. [95] presented an AMD system using the mechanism 
of graph signal for compact feature representation, which is a low 
dimensional feature representation and extraction method. This work 
achieved 99 % accuracy with RF classifier. However, the proposed 
model is unable to detect the emulator-based malware, this makes model 
ineffective for obfuscated malware detection. 

Shhadat et al. [96] presented the performance analysis of ML clas-
sifiers to unknown malware detection. For feature selection, RF was 
utilized on benchmark malware dataset. The highest accuracy 98.2 % is 
obtained by DT for binary class and accuracy of 95.8 % by RF for mul-
ticlass classification. 

D’Angelo et al. [97] presented an association rule-based malware 
detection framework. The proposed framework performed run time 
malware analysis using cuckoo sandbox tool on the basis of API call 
sequences. To trace the behaviour of API calls recurring sub sequences 
alignment-based algorithm was used in association rule for malware 
classification. The proposed work obtained 99.03 % accuracy for mal-
ware detection. 

Sun et al. [32] presented a classified behaviour graph (CBG) based 

malware detection framework for IIoT. The API features was extracted 
using cuckoo sandbox, normalize features and applied N-gram algorithm 
for finding different length of API call sequence. After that, utilized the 
graph optimization on the CBGs for mapping behaviour by using two 
approaches Common Subgraph Matching and Common String Matching 
to detect malware. This study has obtained 99.9 % accuracy. 

Usman et al. [98] presented an intelligent malware detection system 
for analysis of internet protocol address for forensic data analytics. The 
proposed model follows hybrid approach based on dynamic analysis 
using cuckoo sandbox. The DT is used for detection purpose that ach-
ieved 93.5 % accuracy. 

Panker and Nissim [99] proposed a malware detection model from 
volatile memory dumps for Linux Cloud environments. The memory 
dumps were collected using virtual machine (VM), then from collected 
memory data, 171 critical features were extracted using ML. These 
features were classified with proposed trusted framework in malware or 
benign. This has major limitation of experiment, it can be performed 
when VM is in frozen state which may cause in delay of client service. 

Syrris and Geneiatakis [100] have proposed a ML-based malware 
detection framework using static data. The presented work assesses the 
performance of the ML classifiers like NB, RF, RidgeReg, LassReg, artifi-
cial neural network (ANN) and SVM. Best accuracy among all these 
classifiers was 99 % by SVM. However, the proposed model was trained 
on high dimensional dataset that makes model more complex in regards 
to training time. Moreover, in this work, partial dataset was utilized that 
may impact the detection of new variants of malware. 

Sihag et al. [5] designed an opcode segment based BLADE system to 
identify obfuscation method used in evasion of malware. In this work, 
authors have applied the semantic approach to simply the dalvik opc-
odes features. The proposed work outperform on three benchmark 
datasets, which indicates that BLADE performed better against obfus-
cated techniques and achieved the 92.47 % accuracy. However, this 
work uses huge amount of malware dataset and we observed that BLADE 
is less effective against class encryption techniques. 

Sasidharan and Thomas [101] proposed a behaviour based malware 
detection system named ProDroid to identify the malicious API call 
features and their classes. The suspicious API calls are identified in 
twenty different categories. Then, created the Multiple Sequence 
Alignment (MSA) of application in the family. Furthermore, the MSA is 
used to produces the Profile Hidden Markov Model (PHMM) with uti-
lization of ML techniques. The PHMM model classify the application as 
benign and malware on the basis of generated feature score. The Pro-
Droid achieved the 94.5 % accuracy. 

Imtiaz et al. [40] proposed a DeepAMD model for multiclass and 
binary classification that classify the different categories of malware 
attacks using both static and dynamic layer data. The author has applied 
the DeepAMD on the CICInvesAndMal2019 dataset. The proposed work 
used both ML and DL model for malware classification. On static layer 
the obtained accuracy of 93.4 % for binary class and on dynamic layer 
the accuracy around 80 % for malware category classification, 59 % 
accuracy for family classification. 

Wu et al. [102] presented a hybrid BiLSTM-GNN model for AMD 
named as DeepCatra. The presented model is based on call traces by 
generating critical API call features. It incorporate the graph modelling 
concepts of text mining to find the critical features. The proposed work 
detects the malicious application with 95.94 % accuracy. However, the 
recall value of the model is poor which shows the lower detection rate 
against obfuscated techniques. 

Mat et al. [103] introduced a AMD system using Bayesian probability 
method. The proposed system was tested using Androzoo and Drebin 
datasets. To selects optimal feature subset, IG and chi-square were 
applied. The obtained accuracy on reduces features is 91.1 %. The 
overall accuracy of the proposed model is lower that can be improved 
using latest metaheuristic optimization techniques. 

Alani and Awad [104] designed a adware malware detection 
framework named as AdStop using ML. The motive of the framework was 
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to improve accuracy and reduce time overhead that could handle by 
reduction of dimensionality of features. RFE was used to optimize 
feature and remove meaningless features. The optimal features obtained 
by RFE is 13 out of 79 features. Then, this selected features used for 
malware detection with different ML classifiers. The highest accuracy of 
98.02 % produced by RF. However, obtained results is better, it takes 
more training time and used partial dataset. 

Urmila [105] proposed a behaviour-based malware detection system 
using ML techniques. This framework applied the Ensemble EfficientNet 
and Xeception with ResNet (EEXR), EfficientNet and LightGBM for 
malware detection. The highest accuracy obtain by the EEXR classifier is 
96.75 %. 

Gracia et al. [106] addressed the issues of concept drift problems in 
ML models used for malware detection, which impacted in the new 
threat detection. This issue was overcome with Transfer Learning (TL) 
techniques for malware detection with hyper parameter setting. The TL 
was provided with unbalance dataset to detect new variants with good 
detection rate. The cuckoo sandbox tool was used for dynamic analysis 
that extracted the total 1135 features of such APIs, signature and net-
works features. The classification models was KNN, MLP, RF and 
Extreme Gradient Boosting (XGB). The performance of the model 
measured in terms of average MCC which is 97.75 % by XGB. 

Ahmed et al. [107] designed an image malware detection model 
using ML and DL models. For data normalization, a min-max and scaling 
method is used. The models used for malware detection are ANN, LR, 
CNN, LSTM and InceptionV3. The highest accuracy is 98.76 % obtained 
by InceptionV3 on Microsoft BIG 2015 dataset. 

Kamboj et al. [24] presented a malware detection in the downloaded 
files through different types of feature analysis. Exploratory data anal-
ysis was performed on the dataset to remove unwanted features. The 
proposed model is based on supervise learning to detect multi-class 
malware. RF achieved 99.9 % accuracy. 

Naeem et al. [108] designed a volatile memory forensics based 
malware detection system using deep stacked ensemble that fuse the 
weak learner of CNN and meta learners models. It consists of three 
modules as memory sample collection, feature extraction and fusion, 
and deep stacked ensemble module for malware detection. The designed 
system is platform independent that detect the run time behaviour of 
active process to identify obfuscated malware. The hybrid deep model 
extracts local and global features to reduce the dimension for the 
models. The executables files of windows and android systems were 
converted to grayscale and RGB images. The accuracy of the proposed 
deep stacked ensemble model is 99.9 %. However, this model unable to 
identify the advance android based polymorphic malware with applied 
models. 

Tsafrir et al. [109] proposed a unknown MP4 malware detection 
system enabled with ML techniques. This work has proposed two-way 
efficient feature extraction method such as file structure based and 
knowledge-based feature extraction. Then, these extracted features were 
passed through the conventional features selection methods like IG, 
Chi-square, Fisher-score and LR to gain best features. The results shows 
the average AUC is 0.9951 %. 

Ceschin et al. [36] evaluated the impact of concept drift on the 
malware classifiers using two dataset set such as AndroZoo and Drebin. 
Word2vec and TF-IDF algorithm applied to extracts the features. This 
work assessed both feature extractors and four concept drift detector 
using Adaptive Random Forest (ARF) and Stochastic Gradient Descent 
(SGD) classifiers. Then, to mitigate concept drift and find best method 
for real environment conducted the experiments. The best method was 
observed in this work is SGD that achieved accuracy of 99 % on Drebin 
dataset. However, the detection rate is good on Androzoo dataset that 
need to be improved. 

Rustam et al. [110] presented an image based malware detection 
system using Transfer Learning and ML algorithms. A hybrid of the 
VVG-16 and ResNet-50 models are utilized to extract hybrid attributes 
sets from the input sample data. The proposed model termed as bi-model 

that added sequentially using stacking approach to increase accuracy. 
This work obtained the 100 % accuracy of 25 classes of malware on 
malimg dataset. However, this model is computation time is high and 
evaluated using single dataset and unable to identify real time malware 
identification. 

Dabas et al. [111] designed the ML based windows malware detec-
tion using hybrid feature selection techniques. The presented model 
considered only three types of API calls (usage, frequency and sequence) 
features. This model is evaluated on individual API call set and inte-
grated API calls feature set. The obtained results by integrated feature 
set achieved around 99 % accuracy which is better than individual 
feature set. However, the proposed model employed the traditional 
feature reduction techniques on limited API calls features that reduces 
generalization capability and scalability of the model. 

Sahin et al. [112] proposed multiple linear regression based AMD 
model on permission features. To boost the performance of the proposed 
model, bagging (majority voting) ensemble learning technique 
employed. The presented work used the four different android malware 
dataset samples. However, very limited sample of malware and benign 
files have been includes in this dataset that may reduce the robustness 
and scalability of new malware detection. 

AlOmari et al. [113] shown a comparative analysis of ML algorithms 
for AMD using dynamic features. The performance of the different 
models have been evaluated on CICMalDroid2020 dataset. The best 
performing model is Light Gradient Boosting (LGB) model that achieve 
92.72 % accuracy on reduced feature set. 

Zhu et al. [115] designed a ensemble learning based multi model to 
improve malware detection using hybrid feature extraction on imbal-
anced dataset. In this framework SVM used as a base classifier and 
majority voting approach is used for final prediction. Furthermore, in 
order to get good feature characteristics this framework adopted feature 
fusion method to enhance accuracy of ensemble framework. 

Seraj et al. [116] designed a MVDroid framework to identify the 
malware based virtual private networks(VPN) using the optimized deep 
learning. This work the used permission based malicious android VPN 
dataset for performance testing of the proposed framework. The average 
accuracy of proposed model is 92.81 %. However, the performance of 
the proposed MVDroid can be improved by using feature selection 
techniques and other advanced DL models. 

Review of DL-based malware detection system 

DL has its capability to automatically extract features. This capability 
has increased the popularity of using DL-based models in the malware 
detection [22]. Different DL-based models are employed in malware 
detection problem in the literature [117]. This section briefly described 
literature review of the DL-based malware detection system. 

Venkatraman et al. [118] introduced a DL and ML-based hybrid 
malware detection model using image visualization to detect new mal-
ware variants. The presented hybrid model consists of the CNN-BiLSTM 
and CNN-BiGRU with hyper parameter tuning to extracts spatial and 
sequential features for improving the detection rate. This model has 
obtained 99 % accuracy on the malimg dataset. However, the lower 
detection accuracy of family class on MMB-15 dataset is observed. This 
indicates that the proposed model is not efficient in detection of all kinds 
of malware variants. 

Zhong and Gu [119] designed a Multi-Level Deep Learning System 
(MLDLS) that integrated several DL models by applying tree structure for 
malware detection. MLDLS functions in five steps such as extraction of 
static and dynamic features, partitioned a dataset into multiple clusters 
using an improved K-means technique, created parallel subtree cluster, 
and constructed the DL-model for each clustered dataset, and finally 
fusion of decision value of DL-based models in tree form for malware 
detection. Kang et al. [120] presented a static analysis based malware 
detection framework using LSTM model. The proposed model analyses 
opcode and API calls features for malware detection. The word2vec 
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techniques was applied for reduction of feature dimensionality. The 
proposed method observed an accuracy of 97.59 %. 

D’Angelo et al. [121] presented an API sequences-based AMD in the 
mobile environment. The proposed system provides the systematic so-
lution summary of API calls execution history. Then, auto encoder was 
applied to extracts useful features from the solution vector of features. 
The ANN model used for malware detection on reduced features sets. 
This study has obtained 95 % accuracy. Gao et al. [122] proposed 
cloud-based malware detection using semi-supervised transfer learning 
(SSTL) for different feature extraction and designed the asm classifier to 
improve accuracy. This study has achieved 96.9 % accuracy. 

Shaukat et al. [123] presented a hybrid of CNN and SVM based 
malware detection using colour image. It has three phase such as PE files 
that were converted to images. Extraction of deep features from images 
using fine-tuned DL model and then, identification of malware with 
SVM. Comprehensive evaluation of the proposed work was done using 
15 DL and 12 ML models on malimg dataset. The accuracy of the pro-
posed hybrid CNN-SVM was 99.06 %. However, this work has taken the 
malware samples of windows PE files which may be not effective on the 
cross-platform of android devices and IoT malware dataset. 

Zhu et al. [124] presented an end-to-end image-based AMD using 
CNN model. This work has proposed a novel pre-processing method for 
Dex files to make model less expensive, efficient and improve the ac-
curacy. The proposed model applied CNN variants diverse receptive 
fields using max pooling and average pooling named as MADRF-CNN. It 
was evaluated with virushare and google play dataset of malware and 
benign samples. The obtained accuracy is 96.9 % of the proposed model. 
However, this work did not mention class-wise malware detection to 
detect the new variants of malware. 

Fasci et al. [125] presented a GAN-based malware detection model 
for identifying the variants of malware. Then, detection the malware 
was performed using visualization pattern of the images generated. The 
proposed model attained the 100 % detection rate which indicates the 
high detection and robustness. The limitation of the proposed work is 
that it takes more training time and has less training stability. 

Alzaylaee et al. [126] proposed dynamic features based android 
malware detection model. In this work total 426 features of permission 
and events are extracted for experiments using dynalog automatic 

feature extraction framework. The DL-Droid framework was evaluated 
on11505 malware samples and 19,620 benign samples. The perfor-
mance of this model using dynamic features is 97.8 % detection rate and 
on combination of both static and dynamic features the detection rate is 
99.6 %. However, the scalability of model is limited and it is evaluated 
for binary classification that reduces the generalization capability of 
multiclass malware. 

Sahin et al. [127] presented a comparative analysis of DL models 
(DNN, 1D-CNN and 2D-CNN) for android malware detection. In this 
static features is being converted to images for malware classification. 
The proposed model was tested on two android datasets such 
malgenome-215 and drebin-215. The obtained accuracy is 99.47 % and 
97.83 % respectively. 

Waqar et al. [128] also presents a study of IoT based AMD using 
hybrid DL models (GRU-BiLSTM). Although, the obtained detection ac-
curacy of the presented model is better than other techniques, but it 
suffers from higher computation time, complexity, lower scalability and 
limited to binary classification. 

Shortcomings and research gaps 

In literature, there has been numerous malware detection ap-
proaches are available using ML and DL-based models. Tables 1-3 fo-
cuses on the key facts of the various study mentioned in the literature. 
The main research gaps that are observed in the review of the literature 
related to malware detection and analysis, are mentioned below: 

• The literature show that most of the existing feature selection ap-
proaches used for malware detection and analysis, suffer from low 
detection accuracy and higher false alarm rate. Thus, design of an 
optimal feature selection scheme that may improve the detection 
rate, classification accuracy of new variants of the malware and 
reduction of unnecessary features from huge amount of dataset is still 
an open research issue and critical challenge.  

• Feature selection methods often rely on static features extracted from 
malware samples. However, dynamic and polymorphic malware can 
change their behaviour and characteristics over time. Thus, design of 

Table 1 
Summary of different Feature Selection and Extraction techniques.  

Authors Dataset Feature Selection Method Detection Technique Accuracy (%) Recall (%) 

Cai et al. [56] Drebin, AMD, Google play store IG, JOWM, DEA LR 96.67 96.15 
Singh et al. [57] CICInvesAndMal2019 LSI RF 93.92 88.64 
Wang et al. [58] UCI repository, AMD Asexual GA, GNB 95.5 95.8 
Sahin et al. [59] Android malware samples, APKpure Linear regression MLP ⨯ ⨯ 
Alzubi et al. [60] CICMalAnal2017 HHO SVM 93.12 93.12 
Bhat and dutta [61] Drebin,VirusTotal and VirusShare Information Gain RF 96.28 97.92 
Sharma and Agrawal [62] Drebin dataset BPSO algorithm DNN 94.92 96.35 
Shatnawi et al. [63] CICInvesAndMal2019 RFE SVM 94.36 82.6 
Alazzam et al. [64] Debin dataset Improved binary Owl optimizer RF-OWL 98.84 99.56 
Hossain et al. [65] CICAndMal2017 PSO SVM and RF 81.58 68.98 
Chemmakha et al. [66] Windows Portable Executable (PE) files Embedded method RF and XGBoost 99.47 ⨯ 
Grace and sughasiny [67] CIC-AndMal-2017 Aquila optimizer Hybrid LSTM-SVM 97 90 
Sharma and Agrawal [68] Drebin, Msghic, malgenome Modified IWD DNN 99.12 96.68 
Soundrapandian and Subbiah [69] CICMalDroid 2020 Evolutionary feature selection Mahalanobis Algorithm 95 95 
Ghazi and Raghava [70] CIC-MalMem-2022 Wrapper-based MA RF 99.99 99.99 
Al-Andoli et al. [71] VirusShare Hybrid BP-PSO Parallel DL 97.7 %, 98.7 
Abbasi et al. [72] RISS Wrapper based PSO Regularized LR 97.33 ⨯ 
Islam et al. [73] CCCS-CIC-AndMal-2020 Wrapper based RFE and PCA Ensemble ML 95 ⨯ 
Mahesh and Hemlatha [74] Android malware dataset ARFO CNN-ARFO 97.29 93.21 
Alomari et al. [75] CICAndMal2019 Filter based CFS DL-LSTM 94.59 ⨯ 
Albakri et al. [76] Andro-AutoPsy RHSO DL-ARAE 99.05 99.05 
Daniel et al. [77] CICIDS-2017, NSL-KDD-2015 Snake optimizer, FPA GCN 98.28 98.53 
Mahindru and Sangal [78] VirusTotal, Drebin LSSVM ML, RBF 98.8 98.75 
Sahin et al. [79] VirusShare (APK files) Filter method ML ⨯ ⨯ 
Sahin et al. [80] Malgenome-215 and VirusShare PCA and LDA ML ⨯ ⨯ 
Chimeleze et al. [81] Mendeley reposotry Embedded BFE algorithm ML 99 ⨯ 
Wu et al. [82] AndroZoo and Drebin RL(DDQN) RF 95.6 ⨯  
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feature selection scheme for malware data analysis to identify the 
relevant and stable features is a challenging research issue.  

• Malware datasets are often highly imbalanced, meaning that the 
number of samples from different malware families is not evenly 
distributed. This can lead to biased models and impact the detection 
performance on underrepresented malware types. Most of the 
existing malware detection schemes have not considered data 

imbalance issue. Thus, addressing the issue of class imbalance is 
crucial to ensure accurate detection across all malware categories.  

• Many feature selection methods struggle with high-dimensional 
data, which is common in the context of malware detection due to 
the large number of features used to represent executable files. As the 
number of features increases, traditional feature selection algorithms 
might become computationally expensive and less effective. Thus, 

Table 2 
Summary of ML-based techniques applied in malware detection.  

Authors Dataset Feature Selection Detection Techniques Accuracy (%) Recall 
(%) 

Garg and Baliyan [83] Androzoo, AMD ⨯ Ensemble of MLP, SVM, PART 98.27 98.79 
Wang et al. [84] Drebin, ⨯ C4.5 97.89 ⨯ 
Bahtiyar et al. [85] CSDMC 2010 ⨯ Multi-dimensional ML ⨯ ⨯ 
Xiaofeng et al. [86] API call sequences ⨯ Hybrid of RF and BiLSTM 96.7 ⨯ 
Karbab and Debbabi  

[87] 
Drebin, AndroZoo ⨯ Ensemble of ML classifiers ⨯ ⨯ 

Han et al. [88] VirusShare ⨯ RF 99.76 99.30 
Roy et al. [89] Drebin, CICAndMal2019 NMF SVM 88.72 81.94 
Gupta and Rani [90] Windows files, VirusShare, VX 

heaven 
Stacking (RF, DT, SVM) approach for 
feature ranking 

Ensemble learning(weighted voting) 99.5 99.6 

Amer and Zelinka [91] CSDMC 2010 ⨯ Markov chain model 99.0 99.0 
Surendran et al. [92] Drebin ⨯ TAN 99 1 
D and P [93] AAGM, AMD KNN based Relief algorithm Optimized SVM ⨯ 76 
Singh and Singh [94] VirusShare, VirusTotal SVD Ensemble ML 99.54 99.82 
Surendran et al. [95] Drebin, AMD Graph signal for low dimensional feature RF 99 98 
Shhadat et al. [96] VirusShare RF DT 97.8 87.3 
D’Angelo et al. [97] Malware and Benign files ⨯ ML 99.03 96.30 
Sun et al. [32] Malware and Benign files Graph optimization AdaBoost 99.9 ⨯ 
Usman et al. [98] Network traffic files ⨯ DT 93.5 98 
Panker and Nissim [99] Volatile Memory IG and fisher score KNN 98.9 97.6 
Syrris and Geneiatakis  

[100] 
Drebin Chi-square SVM 99 95.9 

Sihag et al. [5] AndroAutopsy, AndroTracker, IG RF 98.18 98.2 
Sasidharan and Thomas  

[101] 
Drebin and genome ⨯ ML 94.5 ⨯ 

Imtiaz et al. [40] CIC-InvesAndMal-2019 ⨯ DeepAMD 93.4 93.4 
Wu et al. [102] Google play store and AndroZoo ⨯ BiLSTM and GNN 95.94 92.58 
Mat et al. [103] AndroZoo and Drebin IG, chi-square Bayseain classification 91.1 91.1 
Alani and Awad [104] CIC-AAGM2017 RFE RF 98.02 98.02 
Urmila [105] APK files ⨯ EEXR 96.75 97.15 
Gracia et al. [106] VirusShare ⨯ KNN 97.80 ⨯ 
Ahmed et al. [107] Microsoft BIG 2015 ⨯ InceptionV3 98.76 94.8 
Kamboj et al. [24] VirusShare ⨯ RF 99.99 ⨯ 
Naeem et al. [108] AndroZoo, CICMalMem-2022 ⨯ Hybrid deep stacked ensemble of 

CNN and MLP 
99.8 99.0 

Tsafrir et al. [109] Malware(1163), Benign(5066), 
VirusTotal 

IG, Fisher score Chi-square, Lasso 
Regression 

Transfer learning using CNN N-gram, 
MinHash 

97.6 

Ceschin et al. [36] Drebin TF-IDF Adaptive RF 98.71 74.17 
Rustam et al. [110] Malimg ⨯ Bi-RF 1 1 
Kumar et al. [114] Malimg Bag of Visual Words (BoVW) SVM 98.23 98.23 
Dabas et al. [111] VirusShare PCA and RFE ML 99.6 98.84 
Sahin et al. [112] AMD ⨯ EL(Bagging) 96.9 ⨯ 
AlOmari et al. [113] CICMalDroid2020 PCA Light Gradient Boosting (LGB) model 92.72 91.41 
Zhu et al. [115] Drebin-215 ⨯ EL (majority voting based SVM) 95.14 97.06 
Seraj et al. [116] Malware VPN ⨯ DL(CNN) 92.81 93.91  

Table 3 
Summary of DL-based techniques applied in malware detection.  

Authors Dataset Feature Selection Detection Techniques Accuracy (%) Recall (%) 

Venkatraman et al. [118] Malimg ⨯ CNN-BiGRU 96.3 91.5 
Zhong and Gu [119] VirusShare, VX heaven, VirusSign IG MLDLS ⨯ 92 
Kang et al. [120] MMC BIG-15 Word2vec LSTM 97.59 ⨯ 
D’Angelo et al. [121] Malgenome, VirusShare, Sparse Auto Encoder(SAE) MLP 96 96 
Gao et al. [122] MMB-15, VirusShare ⨯ SSTL(RNN) 96.90 % 96.90 
Shaukat et al. [123] Malimg ⨯ Hybrid CNN-SVM 99.06 98.52 
Zhu et al. [124] VirusShare and google play store ⨯ MADRF-CNN 96.9 % 98.9 
Fasci et al. [125] Malimg ⨯ GAN, CNN 100 ⨯ 
Alzaylaee et al. [126] Virusshare IG DL 95.21 97.76 
Sahin et al. [127] Malgenome-215 and Drebin-215 ⨯ DL(DNN, CNN) 99.47 and 

97.83 
⨯ 

Waqar et al. [128] CICAndMal2017 ⨯ Hybrid DNN-GRU-BiLSTM 99.87 99.9  
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design of an effective and light weight feature selection scheme 
would be a research gap.  

• The malware attacker used advanced techniques to hide malicious 
code by the detection system. Therefore, it is difficult to design a 
detection model that can efficiently identify the different attributes 
of malicious codes is still an ongoing research challenge.  

• Malware can target various operating systems and devices, and ML 
models trained on one platform may not generalize well to others. 
Research is needed to develop cross-platform malware detection 
techniques that can effectively protect different environments. 

• Zero-day malware refers to previously unknown and unseen mal-
ware strains that have no known signatures or patterns. Detecting 
zero-day malware is a significant challenge since conventional ML 
models rely on historical data and known patterns. Developing 
techniques that can detect previously unseen malware without 
labelled training data is a critical research gap.  

• As the volume of malware samples continues to grow exponentially, 
it becomes essential to develop ML models that can scale efficiently 
and handle large-scale datasets without compromising detection 
accuracy.  

• Most of the existing solutions for designing an intelligent malware 
detection system are ineffective for detecting new variants, obfus-
cated, polymorphic and advanced real time malware detection. Thus, 
designing of an efficient MDS with high generalization capability is a 
challenging research issue.  

• Most of the existing DL models trained on specific malware families 
may struggle to generalize to new or unseen malware families. These 
models are susceptible to overfitting, meaning they might perform 
well on the training data but fail to generalize to new and previously 
unseen malware variants. Thus, there is a necessity to design an 
accurate and effective DL-based model which can be able to detect 
unknown malwares. 

Machine learning for malware detection 

ML is a subset of AI used in detection and classification task in 
multiple areas. ML algorithms, such as RF, NB, KNN, SVM, and DT have 
been widely utilized for malware detection and classification.  

a) Naive Bayes (NB): NB is supervised learning based classification 
algorithms. It works on the basis of the probabilities function in 
which each attributes belongs to particular class. It takes a strong 
assumption that the attributes are conditionally independent. The 
assumption used in the Naive Bayes algorithm makes computing 
probability easier. It calculate whether a data point may fall into a 
particular class or not. It is able to predict class accurately of the test 
dataset for binary and multiclass dataset. It is efficient and highly 
scalable that can perform well for irrelevant and small size of dataset. 
It employed the Bayes theorem for decomposition of a conditional 
probability. However, NB is gives poor performance with highly 
correlated attributes to each other and considered the attributes must 
be independent [129].  

b) K-Nearest Neighbours (KNN): KNN is non-parametric supervised 
learning algorithm means which means it does not make any as-
sumptions about the underlying distribution of the data. It work on 
the basis proximity of feature similarity or find the nearest neigh-
bours on a given dataset and used the majority voting to classify new 
data point. KNN determines feature similarity of new data points 
based on previously stored data points using Euclidean distance 
between two data points. This algorithm also known as lazy learning 
algorithm because it does not require to tuning the parameters and 
work without trained the model. Instead of trained the model it takes 
all the data points at the time of prediction. However, it has some 
disadvantage like high cost, slow speed, less scalability for high 
dimensional dataset [129].  

c) Decision Tree (DT): DT is a supervised learning classifiers used for 
classification and regression problems. It can work on numerical and 
categorical data also. It follows the approach of tree model in which 
data points are divided into two branches and make conclusion of 
significant features at each node of the tree [129]. Decision Trees is 
to generate a training flowchart structure that can be employed to 
classify a class or value of a target variable based on decision rules 
learned from past data. It is capable to work well with huge dataset 
and noisy dataset as compared to KNN and SVM models [39].  

d) Support Vector Machine (SVM): SVM is a powerful supervised 
learning model used for both classification and regression problems. 
The purpose of SVM is to create best hyperplane that separate the 
data point of one class to other class accurately in training and 
testing dataset. In SVM dataset indicated as a collection of data points 
separated by a line called as hyperplane, which is used to classify the 
class of dataset. It is effective classifier to handle the large dataset 
efficiently. It is used to overcome the problem of linear function in 
high dimensional feature spaces. However, it does not work well in 
case of large dataset with noisy dataset and takes more training time 
[39].  

e) Random Forest (RF): RF is an ensemble learning based classifier 
consist of number of decision tree that run in parallel, the forest it 
builds is termed as ensemble of decision tree, each tree in ensemble 
model has data samples taken from training data with replacement, 
known as bootstrap sample which is collection of learning models to 
improves overall results of the models [129]. In RF decision is taken 
by majority voting approach for classification of the target class. It is 
easy, flexible and simple algorithm that produce better result even 
without hyper parameters tuning most of the time. It reduces the 
overfitting which resulted into improve accuracy in decision tree 
[130]. It work well for both categorical and continuous data. 
Although, the speed of RF is slow because it requires more time in 
training the set of decision trees to build strong classifier [39]. 

Deep learning for malware detection 

DL is a subset of ML, which is most popular technique used for 
automatic feature extraction and to processed high dimensional data. 
Recently, it has wide applications in various domain like fraud detec-
tion, security, malware detection and intrusion detection. DL models 
consisted of number hierarchical layers which is combination of input 
layers, hidden layers and output layers [131]. The backbone of deep 
neural network is comprises of artificial neurons, each neuron works on 
basis of its weight and activation function which may be different from 
other neurons. As the weights of each neuron may vary at different 
layers, the initial weight can be set randomly or similar during initiali-
zation. Later on, the model will adjusted its weights while compilation 
as per the error value. Numerous DL models have been applied in mal-
ware detection. The most popular models are like CNN, GRU, LSTM, 
DNN and GAN [12,132].  

a) Convolutional Neural Network (CNN): CNN is a DL model consist 
of mainly three layers like convolutional layers, pooling layers and 
fully connected layers [133]. The convolutional layer is main 
building component of CNN used to feature mapping. It has filters or 
kernel through which parameters are to be learned during training. 
The size of the filter is smaller than the input image. The output of 
the first layer is passed to pooling layer. The function of pooling layer 
is to decrease the size of dimension of feature map that is width and 
height while preserving the depth or number of channels and reduce 
the computational cost [130]. The activation function used by CNN 
like Relu, tanh and sigmoid to bring the nonlinearity need to sort out 
nonlinear features. The last layer that is fully connected layer builds 
the mapping among features and target variables or class by inte-
grating all connected neurons with previous layers to output layers 
[13]. 
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b) Gated Recurrent Unit (GRU): GRU is a Recurrent Neural Network 
(RNN). It is used for detection and classification problems. GRU is 
employed to overcome the vanishing gradient problem that is related 
to RNN. The GRU consist of two gates such as update and reset gates 
[130]. Each gates having its own weights and biases to control the 
flow of information. Update gate decide how much information will 
pass to next cell ahead and reset gate separate the unnecessary in-
formation to pass in GRU network. GRU has advantages over long 
short term memory (LSTM). GRU requires less memory and is faster 
than LSTM [132]. However, LSTM is more accurate when using 
datasets with longer sequences [37].  

c) Long Short-Term Memory (LSTM): LSTM is an enhanced version of 
GRU architecture utilized in Deep Learning. It is used to learn, pro-
cess, and classify sequential data because these networks can learn 
long-term dependencies between time steps of data [37]. LSTM has 
higher memory power to remember the outputs of each node for a 
more extended period to produce the outcome for the next node 
efficiently. LSTM use a series of gates which control how the infor-
mation in a sequence of data comes, stored and leaves the network. 
There are three gates in a typical LSTM: forget gate, input gate and 
output gate [13]. LSTM has a large number of parameters and 
computations which makes it difficult to train and optimize. LSTM 
also suffers from the vanishing and exploding gradient problems, 
which hamper the learning of long-term dependencies and cause 
instability and divergence [117,134].  

d) Deep Neural Network (DNN): DNN has multiple hidden layers 
between input and output layer. It is a feed forward network used to 
solve the nonlinear problems. The input layer processed the input 
data and hidden layers are used to perform feature extraction task 
and computational operation with its weight and biases [135]. The 
output of hidden layers is send to the output layer that predict the 
target value. To minimize the error and loss of the model, number of 
activation functions are iteratively fine-tuned with stochastic 
gradient descent, ReLu and sigmoid function [136].  

e) Generative Adversarial Network (GAN): GAN is a kind DL model 
which consist of two model such generator and discriminator. The 
generator takes the fake sample with some random noise and passes 
the fake data to the discriminator network [137]. The objective of 
discriminator is to differentiate between real and fake data [12]. The 
GAN model is based on min-max theory, it means generator try to 
minimize the fake results and discriminator try to maximize the fake 
results with its power to make prediction in real or fake samples 
[138]. 

Sources of malware dataset 

This study shows the ML and DL based malware detection system 
that uses different publicly available android, windows and IoT based 
cross platform datasets, and also utilized online malware repositories 
like virusShare and VirusTotal. The detection accuracy depends on the 
size and proper ratio of malware and benign samples for training and 
testing the models. Most of the existing models shows better detection 
accuracy and some of the models suffers from poor accuracy due to lack 
of access to real time malware data. Here are some of the most usable 
source of dataset mentioned below: 

• CICInvesAndMal2019: It is a publicly available CICInve-
sAndMal2019 android malware dataset [139]. It is created by 
installing 15,037 instances that it is collection of 9477 benign and 
5560 malware samples on real android devices.  

• CICMalMem2022: CICMalMem2022 [140] dataset is a obfuscated 
malware for memory analysis. It is created to test obfuscated mal-
ware detection methods through memory dumps. It is consists of 58, 
596 instances, in which 29,298 instances are benign class and 29,298 
are malware class. The malware memory dump was generated by 

running application software instances gathered from VirusTotal on 
a Virtual Machine [141].  

• Malimg: Malimg is a windows malware dataset that contains 9339 
grayscale malware images of windows executable files that belong to 
25 families of malware such as worms, Trojans, PWS, dialer, 
Downloader, rogue, Backdoor, and Worm:autoIT. The malware bi-
naries of 8-bit are transformed into grayscale images. 

• IoT-malware: It is collection malicious, benign, and hackware im-
ages which includes executable and linkable format (ELF) files, 
portable executable (PE) files, and software binaries collected from 
Kaggle [142]. The total malware samples are 3813 in which 2999 
samples are benign, 103 samples are hackware, and 711 samples are 
malware.  

• Microsoft Malware classification Challenge BIG 2015 (MMB-15): 
MMB-15 dataset [143] is more than half a terabyte in size. It com-
prises of byte code files and asm (assembly) code files of twenty 
thousand malware samples. It is a collection of 9 types of malware 
families. Each malware file is distinguished by an identifier, a 
twenty-character unique hash value and a class label which is 
separating each of the 9 malware family names. A total of 10,349 
malware samples are collected in this work of worms, adware, 
backdoor, Trojan and obfuscated malware attacks.  

• Drebin: It is a collection of 5560 samples of malware and 123,453 
benign samples that belongs to 179 malware families. It was 
collected between august 2010 to october 2012. This is android 
based malware dataset includes the features like API calls, permis-
sion and URLs [131,36].  

• VirusShare: It is an online repository of malware samples that gives 
access to different types of malicious and benign samples to evaluate 
the performance detection system [144].  

• VirusTotal: It is publicly available website for collecting malware 
samples and benign samples [131,145]. 

Recommendation for emerging malware detection and 
identification 

This study provides some significant achievements in the areas of 
Android malware detection and Cross-Platform malware detection and 
identification. Here, the following are some possible recommendation 
for future research work:  

• We need to explore advanced feature optimization methods to detect 
advanced AI-based malicious code, to predict emerging malware 
types and patterns and, make machine learning models more inter-
pretable and understandable for large dataset. 

• It is necessary to design and develop an effective hybrid meta-
heuristic based feature selection techniques that can identify optimal 
features and reduces computational cost of features optimizing 
process.  

• We need to enhance the proposed work by integrating the fog 
computing and federated learning technique for design of scalable 
and efficient malware detection model, because limited work related 
to malware detection using this environment is available to the best 
of my knowledge.  

• Currently, detection of obfuscated and zero-day malware detection is 
still remain a critical challenge for researchers. So, it would be 
interesting to incorporate advance ensemble of deep learning models 
and reinforcement learning techniques to detect obfuscated and 
zero-day malware. 

Conclusion 

Undoubtedly, Cyber security has attracted many researchers in the 
past for designing of ML and DL based malware detection models. In this 
study, we present a comprehensive review of the malware detection 
approaches. Overall, the literature review of malware detection is 
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grouped into three categories such as review of FS techniques proposed 
for malware detection, review of ML-based techniques proposed for 
malware detection and review of DL-based techniques proposed for 
malware detection. Based on the literature review, different shortcom-
ings and research gaps, and some future directives have been suggested 
in order to design a sophisticated malware detection framework. 
Currently, detection of obfuscated and zero-day malware detection is 
still remain a critical challenge for researchers. So, it would be inter-
esting to incorporate advance ensemble of deep learning models and 
reinforcement learning techniques to detect obfuscated and zero-day 
malware. Furthermore, it is lack of access to real-world malware sam-
ples and labelled datasets is often limited due to privacy and security 
concerns. Consequently, feature selection methods might not be fully 
validated in real-world scenarios, and their performance might differ 
when tested on more comprehensive and diverse datasets. So, there is 
need to includes more samples of recent malware families and evaluate 
the performance of the designed method in order to enhance the 
detection accuracy for new sophisticated malwares with different ML 
and DL models. 
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