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Abstract— A significant aspect of power system control is 
short-term power load forecasting. It is the basis for the 
preparation of network systems, the exchange of energy and 
load scheduling. The accuracy of power load forecasting is 
directly linked to the security, stability and economic activity 
of the power system. In this paper, short-term load forecasting 
methods based on machine learning are studied and evaluated, 
and the efficiency of the load forecasting methods based on 
machine learning is compared to a conventional load 
forecasting approach widely used.   

Keywords— Time series classification, Short term load 

forecasting, Machine learning, deep learning,  SVM.   

I. INTRODUCTION 

The power industry serves as an important part of 
society, which has great significance to the security of the 
whole country, social stability and people’s lives. Electric 
energy is difficult to store, which sets higher requirements 
for power generation, transmission and sale. Power energy 
should not be supplied in excess of demand, which results in 
wasting of energy resources. It should not be in short supply 
either, since it may cause out age in some districts. 
Therefore, power load forecasting is very important to 
maintain the balance of power supply and demand [1]. 
Environmental factors and historical data are used to predict 
loads in the future, which is beneficial to make plans for 
power generation and transmission. The power load 
forecasting began in the 1980s, but the original forecasting 
work did not use complex methods and it is mainly done 
through manual calculation by experienced people, the 
forecasting results are quite different from the actual 
situation. With the development of society, people’s demand 

for electricity is getting higher and higher, which puts 
forward higher requirements for the accuracy of load 
forecasting. What we can do is to do everything possible to 
ensure a real-time balance between electricity supply and 
demand. Unfortunately, it is impossible to achieve a 
complete supply demand balance via a forecasting method 
because of the existence of emergencies and the influence of 
various factors. Therefore, power grids have some capacities 
to achieve a dynamic balance of power generation and 
demand. Accurate forecasting of power load can reduce the 
reserve capacity of power grid and contribute to a better 
utilization of electricity. 

In terms of short-term electric load forecasting methods, 
no matter it is based onstatisticallearning-
basedforecastingmethodsorartificialintelligence-based 
forecasting methods, their basic idea is to explore the 
potential value of historical electricity loads, and establish a 
mathematical model to make use of the historical data. Then, 
mathematical models are used to predict the power load at a 
certain time in the future. In the past ten years, smart grid 
technology has developed vigorously. Smart meters have 
replaced traditional meters . The existence of a large number 
of sensors in smart meters has dramatically improved the 
observability of power grid. After years of development, the 
electric power industry has accumulated a large amount of 
historical load data, which laid a solid foundation for the 
application of various forecasting models. With the 
development of smart grid and information technology, 
computers have undergone many updates. The computing 
performance of computers has experienced explosive 
growth. At the same time, the extensive application of 
graphics processors also provides powerful computing 
ability for deep neural networks. 

In recent years, with the rapid development of machine 
learning, artificial intelligence has made great breakthroughs 
in many fields. At present, many artificial intelligence 
algorithms have played an important role in improving the 
accuracy of prediction, which make it possible for high-
precision short-term load forecasting.    

II. BACKGROUND  

This chapter introduces the classification of power load 
forecasting problems and summarizes the short-term power 
load forecasting methods.  

A. Power load forecasting 

In respect to different time scales of prediction, power load 
forecasting can be roughly divided into long-term 

forecasting and short-term forecasting. There are also some 
differences in definitionsoflong-termandshort-
termindifferent application scenarios. According to different 

time scale, power load prediction can be further divided in 
to into four classes [2]: Forecasting ultra-short-term loads, 
forecasting short-term loads, forecasting medium-term loads 

and forecasting long-term loads. Minutes, hours, months 
and years are the associated time scales. The classification 

Proceedings of the International Conference on Artificial Intelligence and Smart Systems (ICAIS-2021)
IEEE Xplore Part Number: CFP21OAB-ART; ISBN: 978-1-7281-9537-7

978-1-7281-9537-7/21/$31.00 ©2021 IEEE 132

2
0
2
1
 I

n
te

rn
at

io
n
al

 C
o
n
fe

re
n
ce

 o
n
 A

rt
if

ic
ia

l 
In

te
ll

ig
en

ce
 a

n
d
 S

m
ar

t 
S

y
st

em
s 

(I
C

A
IS

) 
| 9

7
8
-1

-7
2
8
1
-9

5
3
7
-7

/2
0
/$

3
1
.0

0
 ©

2
0
2
1
 I

E
E

E
 | 

D
O

I:
 1

0
.1

1
0
9
/I

C
A

IS
5
0
9
3
0
.2

0
2
1
.9

3
9
5
8
3
4

Authorized licensed use limited to: UNIVERSITY OF WESTERN ONTARIO. Downloaded on May 25,2021 at 22:13:49 UTC from IEEE Xplore.  Restrictions apply. 



of power load forecasts based on a different time scale is 
shown in Figure 1. 

 
Figure 1: Classification of power load forecasting 

Ultra-short term load forecasting aims to predict the power 
load in the next few minutes, which is mainly used to 

monitor the operation of the power grid [3]. Short-term load 
forecasting is to forecast the power load in the next few 
hours, which mainly provides data for the optimal dispatch 

of power plants [4]. Medium-term load forecasting is to 
forecast the load in the next few months, which is used to 
make maintenance plans [5]. Long-term power load 

forecasting is to forecast the load in the next few years, 
which is used to guide the transformation of power grid [5]. 
Each kind of power load forecasting has its own application 

scenario. This work mainly studies short-term power load 
forecasting, which is also the basis for power companies to 
dynamically adjust their generation and transaction plans in 

the market.  
B. Traditional methods for short-term load forecasting 

In the 1990s, computers gradually entered all walks of life. 

However, their computing ability is very limited. Most 
people mainly used statistical methods to predict short-term 
load [6]. Traditional methods mainly include the following: 

Time Series Model:  
Time series model uses the characteristics such as auto-
correlation, trend and seasonal variation to predict short-

term load [7]. Time series models have been studied for 
decades. The most popular prediction methods are ARIMA 
and ARMA [8]. The time series model assumes a linear 

relationship between future loads and historical loads over 
the past few hours and stochastic error functions. Both 
ARMA model and ARIMA have achieved good prediction 

results. 
Multiple Linear Regressions 
Multivariate regression uses a linear function to map the 

relationship between the output y and multiple independent 
variables x1,x2,...,xk. The purpose of multiple linear 
regression is to find a function to describe the relationship 

between the output and variables, it tries to make 
predictions according to those independent variables. Power 
load can be affected by various of environmental features 

such as temperature, humidity and precipitation. The 
mathematical formula of multivariate linear regression 
prediction model can be expressed as: 

 

Where y is the short-term load to be predicted, xi is the 
feature that affects power load, βi is the regression 

parameter of is the random error. Multiple linear regression 
has been widely used for smooth time series prediction. 

However, for time series with strong fluctuations, the 
accuracy of multiple linear regression is very low. 

Grey Model 
Grey model (GM) uses a small amount of historical data to 
build differential equations to predict short-term loads. 

Firstly, the historical data are accumulated to generate new 
sequences to weaken the randomness of the original data. 
Secondly, differential equations are established by using the 

generated sequence. For example, the GM (1, 1) model 
represents differential equations of 1-order and one variable. 
Other traditional methods need a lot of historical data to 

train the model, while the grey model needs relatively few 
data. Grey model is suitable for load curve that grows 
exponentially. For the stationary power load curve, its 

prediction accuracy is limited. 
Expert system 
Expert system is a computer program that has the ability to 

analyze the current circumstance and expand the knowledge 
base following the emergence of new information. The basic 
structure of the expert system is shown in figure 2, where 

the arrow shows the direction of data flow. Expert systems 
also simulates the decision-making process of human and 
tries to provide the optimal solution at current circumstance. 

 
Figure 2: Correlation matrix of Pearson similarity method 

Firstly, users input features such as historical data and 
environmental factors. Then, the inference engine matches 

the input features with the circumstances stored in the 
knowledge base, the most similar circumstance will be 
found. Finally, the expert system makes the prediction based 

on the stored conclusion. Expert system is easy to maintain. 
However, the process of acquiring knowledge is the main 
obstacle of expert system. 

 
C. Machine Learning Methods for forecasting  

SVM(Support Vector Machine) 
Support vector machine(SVM)buildsahyper-
planeinhighdimensionalspace, which is used to 
classification or regression [10]. If the sample is linearly 

inseparable, the feature can be mapped to high-dimensional 
space by using the kernel function, and then a linear 
classifier is established. In terms of regression, the normal 

vector of the hyper-plane contains a function that makes the 
objective and the estimation as close as possible. This 
hyper-plane should be able to accurately predict the 

distribution of data. Compared with traditional methods, 
SVM does not make a prior assumption on data, so it can 
deal with both stationary and non-stationary sequences. 

However, if the training set has a large number of samples, 
the training speed of SVM will be very slow [11].  
SVM should not only be extended to classification 

problems, but also to regression. Like the classification 
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method, there is an incentive to look for and refine the 
generalisation limits for regression. 

 
 
 

 
 
 

 
 
 

Figure 3: Classification of SVM 
Gradient boosting decision tree 
In the field of machine learning, boosting is a method to 

build a strong learner by combining a group of weak 
learners with low complexity, low training cost, and not 
easy to overfit. In each classification process, the weight of 

misclassified data is increased a bit for the next training 
procedure, and finally obtain a strong learner[12]. Gradient 
descent is a boosting method that commonly used in 

classification and regression problems. It generates models 
in the form of a set of weak learners (usually decision tree). 
The main idea is to optimize the loss function using gradient 

descent [13]. XGBoost and LightGBM are the most popular 
gradient boosting frameworks for regression and 
classification. Very similar to regression trees except that 

the terminal node leaves, predict the outcome using a linear 
model as shown in figure 4. 
 

 
 
 

 
 
 

 
 
 

 
 
 

Figure 4: gradient boosting frameworks for regression and 
classification 

Deep learning methods 
Deep learning is one of the machine learning techniques that 
has neural networks with several hidden layer. With a more 
complex model architecture, it usually has a better 

performance than shallow learning when solving 
complicated problems, the advantages of deep learning can 
be summarized as follows [14]: 

� With more hidden layers in the architecture, deep 

neural network is easier to capture non-linear data 

characteristics, and it has stronger ability to analyze the 

internal correlation between input vector and 

corresponding output. 

� Deep neural networks are easier to learn features of 

samples. Feature information is transformed from one 

layer to another to form a new feature space, which 

makes the model easier to learn. 

� Deep learning uses large data set to train the model, 

which is capable of digging more intrinsic information 

from training data. 

The typical deep learning models include convolution 
neural network (CNN), stacked auto-encoder network, deep 
belief network (DBN) and recurrent neural network (RNN) 
[15].  

III. ANALYSIS 

A. Analysis of power load data characteristic 

Power load data preprocessing 
Before the power load forecasting, the most important step 

is the selection of historic information. Historic data is the 
base of the future load forecasting, the quality of historic 
power load data directly affect the prediction accuracy. 

Nowadays, power system data are mainly collected from 
SCADA system. However, due to some reasons, data 
collected from SCADA system are incomplete, and even 

have some errors. Thus, how to distinguish and correct 
those bad data is of great importance for short-term power 
load forecasting.  

Correction of abnormal data  
There are two correction methods for abnormal data: 

(1) processing method 

Normally, power load change within a day should be 
smooth and continuous, which means the difference 

between the load value at a certain moment and the 
load before and after it will not be too large. If large 
difference is observed within short time, it means 

that deviation may occur due to equipment records 
or human factors. In this case, we can handle the 
outliers using horizontal processing method, which 

can be described as: 
|Y (d,t) − Y (d,t − 1)| > α(t) 

|Y (d,t) − Y (d,t + 1)| > β(t) 

 (3.5) Where α(t),β(t) is the difference threshold, Y 
(d,t) is the power load on day d at moment t, Y (d,t − 1) is 

the power load on day d at moment t − 1, Y (d,t + 1) is the 

power load on day d at moment t + 1. 

(2) Vertical processing method 

Load characteristics shows that it has daily 
periodicity. That is, it can be considered that the load 
data at the same time on adjacent days are similar, 

and the difference between the two should be 
maintained within a certain range. If it exceeds this 
range, it can also be regarded as bad data. In this 

Proceedings of the International Conference on Artificial Intelligence and Smart Systems (ICAIS-2021)
IEEE Xplore Part Number: CFP21OAB-ART; ISBN: 978-1-7281-9537-7

978-1-7281-9537-7/21/$31.00 ©2021 IEEE 134

Authorized licensed use limited to: UNIVERSITY OF WESTERN ONTARIO. Downloaded on May 25,2021 at 22:13:49 UTC from IEEE Xplore.  Restrictions apply. 



case, outliers can be handled by vertical processing 
method, which is described as follows: 

If 
 |Y (d,t) − m(t)| > r(t )  

Then 

 
   

 

Where r(t) is the threshold, m(t) is the mean power load 
at moment t in recent days, Y (d,t) is the power load on 

day d at moment t. 

Filling Missing Data 

Based on the periodicity of the load, for the data lost due to 
some factors, we can use the data of the previous day or the 

next day at this moment instead. 
B. Gradient Boosting Decision Tree 

.4.1 XGBoost Algorithm 

XGBoost is a decision tree based algorithm using gradient 
boosting framework proposed by Tianqi Chen and Carlo 
Guestrin in 2016. Like many other gradient boosting 

methods, XGBoost follows the idea of ensemble weak 
learners using gradient descent architecture. However, 
XGBoost distinguish itself in the following ways: 

1) Better regularization capability: XGBoost penalizes the 
parameters of complex models through L1 and L2 
regularization to avoid overfitting. 

2) Sparsity Awareness: automatically handling missing 
value depending on training loss. 
3) Cross-validation: XGBoost automatically conduct cross 

validation at each iteration process. 
4) Parallelization: XGBoost uses paralleled implementation 
to handle the process of sequential tree building. 

LightGBM Algorithm 
Light gradient boosting machine (LightGBM) is a decision 
tree based gradient boosting framework. Unlike other 

decision tree algorithms, LightGBM employs a novel 
method called gradient based one side sampling to find the 
most suitable split for data samples. As shown in figure 5, 

for LightGBM, the decision tree grows leaf-wise while other 
boosting algorithms have a level-wise or depth-wise 
decision tree growth. In this way, more loss can be reduced 

and hence results in better performance. p

 
Figure 5: Leaf-wise growth for LightGBM 

 

Advantages of LightGBM algorithm can be summarized as 
follows: 

1) Shorter training time: LightGBM converts continuous 
feature values into discrete values which results in faster 
training process. 

2) Lower memory usage: discrete values require less 
memory than continuous values. 
3) High accuracy: decision tree built by leaf-wise growth 

approach is more complex than that of lever-wise growth 
approach. However, it may result in overfitting sometimes, 
this can be solved by tuning the hyperparameters in the 

model. 
4) Compatibility with large data sets: even with large data 
set, LightGBM can perform equally good with shorter 

training time.  

IV. CONCLUSION  

Compared to the traditional ARIMA model forecasting, all 

machine learning based methods have an overall better 
forecasting performance in terms of MAE and MAPE. One 
reason may be that ARIMA model can only use the 

historical time series to make the prediction and it does not 
have the capability of analyzing environmental factors. In 
this case, among the four machine learning methods, 

LightGBM yields for the best performance. Another 
gradient boosting decis ion tree-based algorithm XGBoost 
also performs well, but the performance of GRU network is 

slightly better than that of XGBoost. Thus, it is hard to 
determine whether GBM algorithm or RNN stands out for 
this forecasting problem. Before we make the make the 

prediction, it is difficult for us to determine the most 
suitable method in the first place. Therefore, we should test 
several forecasting methods and pick the one with the best 

performance among them.  
Features electing result suggest that temperature, dew point, 
uv-index are highly correlated to the power load 

consumption. In the feature extraction process, the Pearson 
similarity analysis of holiday index is not included. 
However, we add this feature to train the model. Feature 

importance analysis of XGBoost indicates that holiday 
impact does not contribute much to the forecasting result in 
this case, the reason may be that the power load 

consumption of the analyzed district is not largely 
influenced by holiday.  
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