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Abstract— As nowadays, many devices are connected to the 

internet (Thing continuum), and many businesses deal with a 

huge amount of data, digital data growth is exponentially 

increased. Cloud computing is the optimal technology that 

provides many computing resources, especially storage for Big 

data. Cloud offers the best storage management to back up the 

big data from IoT, business, enterprise, or government. All data 

owners want the protection of their own data, so they encrypt the 

data before outsourcing data in clouds. As many users avail cloud 

storage, different users may outsource the same data with 

different encryption techniques, and it results in data duplication 

or data redundancy. Although cloud computing offers a huge 

amount of storage space, data duplication decreases the efficiency 

and performance of cloud storage, and also it results in poor data 

management and the requirement of high bandwidth. The 

deduplication technique is used to manage data duplication in 

clouds. Although there are some deduplication approaches used 

to avoid data redundancy, still they have lack efficiency. The 

main aim of this paper is to obtain sufficient knowledge and a 

good idea about deduplication techniques by surveying existing 

approaches and this work may help the researcher and 

practitioner for their future research in developing efficient cloud 

storage management techniques. 

Keywords— Big data, Cloud computing, Cloud storage, Data 

deduplication, Data duplication, data management, IoT. 

I.INTRODUCTION 
With the continuous development of the internet, growth, 

and usage of the internet of things and social networking 
environments, data size is also increasing exponentially which 
leads to the requirement of a huge amount of storage space. In 
2011, International Data Corporation (IDC) made an 
estimation that the volume of big data in the social network 
may be 35ZB by 2020 [1]. Cloud computing offers many 
resources or services, especially the huge volume of storage to 
back up the big data [2]. Cloud computing is an optimal 
paradigm for providing storage, computing, and managing big 
data of the internet of things (IoT) or organization [3] [4]. 
Cloud service providers provide many services with the 
features of elasticity, scalability, and pay for usage [5]. To 
maintain data privacy and security, all data owners store only 
encrypted data on clouds. Many users are storing their own 
data, and it has the chance of data duplication in clouds such 
that different users may send the same data but with different 
encrypted technology. Even CSP provides a large amount of 
storage; data redundancy requires extra storage space and 

higher bandwidth, and also it is a tedious task for service 
providers to manage a large amount of storage space and 
duplicate copies. Deduplication is an optimal technique to 
manage data duplication [6]. It compresses the data by 
eliminating duplicate copies of data. Deduplication reduces 
the storage space up to 90 to 95 percent, bandwidth rate, and 
provides good storage management [7]. The technique of 
deduplication is finding multiple copies of the same data, 
keeping only one, and removing other duplicate copies [8]. 
Most cloud service providers implement a deduplication 
mechanism to achieve the efficient storage management of big 
data [9] [10]. Amazon S3, Bitcasa, and Microsoft Azure [11] 
are such service providers adopting data deduplication 
mechanisms. Data deduplication approaches overcome the 
issues in the storage management of increasing big data in 
clouds. 

Data deduplication techniques are developed based on the 
type of data. The commonly used data types are text, image, 
and video. Each data type has an individual and different 
storage format and features. The deduplication technique uses 
a different mechanism for each type of data to detect and 
eliminate duplicate copies [12]. Detecting and comparing the 
information is difficult if the information is in the format of 
the text, image, and video. Bit-level representation is used to 
perform the deduplication process. The replication factor is the 
minimum number of data. 

The replication factor is the minimum number of copies of 
the same data. The Cloud storage system maintains a 
replication factor for all data. If any data is greater than the 
replication factor, then the deduplication technique eliminates 
that data to reduce the storage requirement, cost, and 
bandwidth rate. All existing deduplication techniques are still 
lack of efficiency because of the demerits of data comparing 
and matching algorithms and security issues. All data are 
stored in the memory location, and each location is identified 
by pointer or address. If the deduplication process finds a 
duplicate copy of data, then the data is replaced by its pointer 
[13]. Thus only one copy is maintained, and storing a pointer 
in the duplicate data place helps to free those locations in the 
storage space.   

The main goal of this article is to study the efficiency and 
inefficiency of existing deduplication techniques. Hence the 
deduplication process is mandatory for the cloud service 
provider to reduce the huge amount of storage space 
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requirement, cost, and higher network transfer rate. Another 
intention of this paper is to bring together researchers and 
practitioners to have a great idea in various deduplication 
approaches. This paper summarises the merits, demerits, and 
limitations of deduplication approaches. It may give many 
directions and future challenges to interested researchers.  In 
section-2, the fundamental and background concepts in data 
deduplication are described. Section-3 is utilized to discuss the 
various existing deduplication approaches. Finally, a 
conclusion is made based on the study of various data 
deduplication techniques. 

II.BACKGROUND 

A. Evolution of data deduplication 
With the revolutionary development of the internet and 

communication technologies, the growth of data is increased 
rapidly. Hence the word big data is commonly used to denote 
the huge amount of data and datasets [14]. Big data are 
unstructured data and have three properties (i) volume, which 
represents the size of data; (ii) velocity denotes the frequency 
of data generation and (iii) variety such that data are in a 
different format and from various heterogeneous data sources. 
Handling these kinds of data is still a challenging task for 
researchers and developers. This part of the paper is utilized to 
describe the background and desirability of the data 

deduplication techniques. Fig. 1 shows the progress in the 
efficient storage management of big data. 

 
Fig. 1.  Progress of efficient storage management. 

TABLE I.  SUMMARIZATION OF TECHNIQUES USED IN ELIMINATION OF REDUNDANT DATA 

Technique Data format Approaches Established 

year 

Computation time 

Data redundant 
techniques 

Both byte and string 
level 

Huffman coding and 
dictionary coding 

1950 High computation time is 
required and poor performance 

Delta compression 
techniques 

String level Xdelta and Zdelta 1990 Computation time is minimized 
with Rabin-Karp pattern 
recognition algorithm 

Data duplication 
techniques 

File or chunk level Hashing or fingerprint 2000 Less computation time. 

 

In the early years, Data redundant approach is used to 
detect and eliminate redundant data in the storage space. Two 
types of approaches loss-less and lossy are used in data 
redundant techniques [15] [16]. This scenario had gone into 
the next level; thus, delta intelligent data compression 
techniques are introduced to avoid duplicate files or chunks. In 
the 2000s, data deduplication approaches are proposed to 
remove redundant files or chunks. Various data deduplication 
techniques are Privacy-Preserving multi-domain big data 
deduplication, Leveraging Data deduplication, Cross-Domain 
Big Data Deduplication, and Attribute-Based Storage 
Supporting Secure Deduplication. The cloud service providers 
use any data deduplication technique to achieve efficient cloud 
storage management. Loss-less data redundant techniques 
propose both byte level and string level approaches to detect 
and eliminate all kinds of data. Huffman coding and dictionary 
coding are two main approaches to loss-less redundant 
techniques. In the delta compression technique, Xdelta and 
Zdelta are approaches used to remove the duplicate copies at 
the string level. Data deduplication techniques remove the 
redundant data at the file and chunk level by using the 

approaches Content-defined chunking, Hashing, or fingerprint. 
TABLE I. shows the comparisons of data redundant, delta 
compression, and deduplication techniques. 

B. Data deduplication 

With the rapid growth of information technology, the 
internet, social network environment, IoT devices, data are 
generated in high velocity, variety, and from different sources 
[17] [18]. Big data is the right term to describe such kind of 
data. The task of storage management of big data is crucial for 
researchers and practitioners [19]. Cloud storage reduces the 
tension of storing and managing huge amounts of data. Even 
cloud offers better storage of big data, duplicate copies of data 
complicate the task of cloud storage management. Redundant 
data in the cloud requires high memory cost and bandwidth 
rate. Cloud service providers need a technique to detect and 
eliminate redundant data in cloud storage [20]. Data 
deduplication is a technique used for removing duplicate data 
chunks and improving cloud storage efficiency. Fig. 2 
illustrates the general method of big data deduplication.
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Fig. 2. General data deduplication approach  

C. Benefits and limitations of data deduplication 

This section gives a comparison of the benefits and 
limitations of the data deduplication. 

Benefits of  data deduplication: 

• As duplicate data are removed, the amount of 
cloud storage is freed and available for any other 
new data. 

• As redundant data are removed and only one copy 
is maintained, the rate of network bandwidth is 
reduced. 

• Due to data deduplication, storage space, 
bandwidth rate, time, workforce, and cost are 
reduced. 

• Deduplication provides efficient cloud storage 
management. 

Limitations of data deduplication 

• Sometimes to increase the availability of data, 
multiple copies may be stored in the clouds. Due 
to data deduplication, the availability of data may 
be poor. 

• Data are located using hash values for easy 
storage management. Different data may have the 
same hash index, which may be wrongly 
identified as duplicate copies (hash collision). It 
causes loss of data and integrity. 

• An individual additional hardware system is 
required to perform deduplication. It increases the 
hardware cost. Due to having all rights to access 
and control over all cloud data, security and 
privacy is a big issue. Only careful and highly 
securable duplication techniques can address this 
issue 
 
 

III. PRELIMINARIES 
 

A. Data deduplication process 
 
The data deduplication is accomplished by some processes 

such as verifying the format or type of data chunks or files, 
determining the hash or fingerprinting value of new and 
existing chunks. Then this task extends by the process of 
matching the hash value of a new chunk with the hash values 
of existing chunks, and finally, this process ends at either 
removing the data chunk or storing it into the memory [21]. 
Fig. 3 shows the various processes involved in the data 
deduplication technique.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3: Various processes in data deduplication approaches. 
 

The steps involved in the general data deduplication 
technique are illustrated in Procedure-1. 
------------------------------------------------------------------- 
Procedure: General data deduplication approach 

------------------------------------------------------------------- 
Input: New data chunk of file DC; 

Output: Redundant data chunk if it’s appeared 

1. Get the new data chunk or file DC is to be stored in the cloud 
2. Identify the format of a data chunk DC and split it into objects 

(fixed or  variable) 
DC= {dc1, dc2,.., dcn} , dc1,dc2,..,dcn are objects. 

3. Determine the hash value or fingerprinting value, hv(DC) of the 
new data chunk or file DC ,  

4. Match the hash value of a new data chunk hv(DC) with the 
previous or existing hash values {hv1,hv2,..,hvn} in the cloud 
storage or memory, {hv1,hv2,..,hvn} are hash values of data 
chunks already stored in the cloud. 

5. If there is a match, then remove the data chunk (i.e. duplicate   
or redundant data), otherwise (not match) store a new data 
chunk in the  memory and maintain the new index 

-------------------------------------------------------------------------  
 

Procedure-1. A procedure for data deduplication 
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Fig. 4 shows the workflow of the data deduplication 
method. A new data chunk or file is stored in the cloud after 
accomplishing various tasks. The first task is identifying the 
format of the data chunk that the format of the file may be 
fixed or variable. Then the second task is finding the hash or 
fingerprint value of the new data chunk. The determined hash 
value is matched with the hash values of existing data chunks 
in the cloud. If the calculated hash value of a new data chunk 
is matched with any one of the existing hash values, then the 
new data chunk is declared as redundant data, and this 
redundant data is eliminated. Otherwise, the new data chunk is 
stored in the cloud. 

 
Fig. 4.  The workflow of the general data deduplication approach. 

B. Categorization of data deduplication approaches 

Data deduplication approaches are categorized or grouped 
based on (i) type of memory/storage, (ii) type of terminal 
sending or receiving data, (iii) time( before or after storing 
data in disk), and (iv) level how process accomplished. The 
storage-based group consists of Primary storage and secondary 
storage techniques, type-based consists of source and target 
approaches, time-based has inline and post-process 
techniques, and level-based consists of distributed and global 
techniques. Figure Fig. 5 lists the classification of data 
deduplication techniques. 

1) Primary storage technique: In this approach, data 
deduplication is done at primary memory or main memory 
under the control central processing system. The performance 
of this approach may be decreased when a large amount of 
data is loaded into the primary memory [22]. It is a good 
approach for confidential data and efficiently performs 
primary activities. Example: primary workloads and mail 
servers. 

 
2) Secondary Storage technique: The deduplication 

process is taken place at a backup server or secondary 
memory. It stores the important primary data in auxiliary 
memory to avoid the loss of data due to natural disasters. It is 
not controlled by the CPU. As data are stored in a remote 

device, this approach performs faster data deduplication.  This 
eliminates all duplicated data and gives better performance 
than the primary data deduplication [2]. This technique dumps 
and loads old data efficiently. Example: archives and file 
backups.   

Fig. 5. Categorization of data deduplication approaches 
 

3) Source deduplication: Data redundancy is done at the 
client or source terminal before data are sending to the backup 
server or target terminal. It requires less storage space and 
hardware comparing to the target deduplication. Thus the 
amount of memory space, network transfer rate, and time of 
storing data in the cloud is ultimately reduced. For small 
datasets, this approach is good for deduplication.  

 
4) Target deduplication: In contrast to the source 

deduplication approach, the removal of redundant data is done 
at the server after sending the data to the targeted terminal. 
Hence this approach needs more storage space and hardware 
than the previous approach. It needs a high communication 
channel or bandwidth. This approach is more beneficial to 
deduplicate large datasets. Fig.6 compares source and target 
deduplication. 

 
Fig. 6 Source and Target Deduplication. 
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5) Inline deduplication approach: Redundant data is 

removed at the source terminal or before storing data into the 
disk. It doesn’t require extra storage spaces or a disk. This 
approach is a flexible and efficient technique thus it executes 
the data at one time only. The computation time is high. 

 
6) Offline or post deduplication approach: In contrast to 

the inline approach, data deduplication is done after the data is 
written into the disk.  As it requires less computation, this 
gives better performance than the inline approach. 

 
7) Local data or single node deduplication: This 

approach eliminates the redundant data in the local area 
network. As the elimination of duplicate data is possible in a 
single node only, this technique fails to eliminate all redundant 
data.  

 
 

8) Multinode or global deduplication: This approach 
performs data deduplication in multi nodes in the distributed 
storage system. It completely eliminates all redundant data in 
multi-servers in a distributed environment.  

Data deduplication techniques can also be classified based 
on the type of data. This type-based classification has three 
categories text-based, image-based and Video-based 
deduplication. The data of the categories text, image, and 
video are duplicated in social networks continuously. The text 
deduplication approach verifies the text byte by byte to find 
redundancy of the data. The image deduplication implements 
image detection (exact or near) techniques to find the 
redundancy of the image. The video deduplication use frame-
based techniques thus it converts the video into frames and 
performs the deduplication in all frames. We summarized the 
efficiencies and limitations of data deduplication techniques in 
Table II. 

C. Summarization of data deduplication approaches 

This section presents a comparative study of the classification data deduplication techniques. We used three features specific 
approaches (an actual mechanism), efficiency, and limitation to analyze the deduplication approaches based on our studies. Each 
approach is good in some environments however each restricts some features. The researchers or cloud service providers can use 
any one of them based on their requirements. 

TABLE II.  SUMMARIZATION OF DATA DEDUPLICATION APPROACHES
. 

 
Technique Specific Approach Efficiency Limitation 

Primary storage  Executes on main memory or storage 
spaces which have direct control on 
CPU 

A good approach for 
confidential data and 
efficiently performs primary 
activities. 

Performance may be decreased due 
to storing a large amount of data in 
primary memory. 

Secondary 
storage 

Executes on secondary memory or 
storage spaces that have no direct 
control on CPU. 

A good approach for dumping 
and loading old data 

Consumes extra time to load data 
from secondary storage into the 
main memory. 

Source-based  Before outsourcing the data into the 
cloud, data are deduplicated at the 
point where data are produced. This 
point is known as a source point. 

The amount of memory space, 
network transfer rate, and time 
of storing data in the cloud is 
ultimately reduced. 

Requires extra hardware (CPU, I/O 
devices) to do deduplication at the 
source point 

Target-based Data deduplication is done after data 
are outsourced into the storage space 
or cloud. 

Storage space capacity is 
increased. 

Additional hardware is required to 
install and execute data 
deduplication functionalities. 

Inline Data deduplication is done before 
storing data in the disk. 

Reduce the storage space 
because of storing only one 
copy of data. 

High computation time 

Post-process Data deduplication is done after 
storing data in the disk. This 
approach is also known as offline 
deduplication. 

Less computation time than 
inline deduplication 

Additional storage space is required. 

Local Data deduplication is performed at a 
single node in the local area network, 

Increase the availability of 
storage space in a single node 

All redundant data are not 
eliminated completely 

Global Deduplication is accomplished in a 
distributed system with multiple 
nodes 

A better approach to eliminate 
redundant data in a cluster of 
nodes. 

It requires the additional 
computation of encryption or hash 
function. 
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D. The general architecture of the data deduplication 

approach 

The general architecture of the data deduplication 
approach requires three components client-server, metadata-
server, and data servers. Fig. 7 shows the general architecture 
of data deduplication. 

The major task of the client-server is data preprocessing. 
Thus the client-server performs the process of splitting data 
chunks, fetching fingerprints or hash values of data chunks, 
and assigning super-chunks (new data file) to the data-server 
based on information Least Recently Used (LRU) cache. The 
client-server is capable of interacting with the data-
servers[23]. The metadata-server maintains the necessary 
information of all data files, chunks, servers. This enables the 
cloud service provider to recover the loss of data files. The 
important role of metadata-server is to make two associations 
(i) file(id of a file)-super chuck and (ii) super chunk-data 
server(id of a data-server).  

The data-server actually performs the deduplication 
process. It assigns super-chunk(new data chunk) to fingerprint 
(or hash value) and fingerprints to Existing data chunks. It 
compares the fingerprint or hash value of two chunks. If two 
chunks are the same based on the comparison of hash values 
or fingerprints, then one of them (redundant chunks) is 
removed, otherwise, the new chunk is stored in the cloud. All 
this information about storing the new chunk or removing the 
redundant data are stored in the metadata-servers by sending a 
request to the metadata-sever from the client-server. The 
general data deduplication algorithm with these three 
components is presented below. 

--------------------------------------------------------------------------- 
Algorithm: Data Deduplication 

-------------------------------------------------------------------- 
1. Client-server split the new data file into fixed or variable 

size data chunks called super-chunks. 
2. Client-server fetches the fingerprints or hash values of 

existing data chunks from the metadata-server. 
3. Client-server assigns super-chunks to the data-server 
4. Meta-data server gives a unique identifier (file-ID) to all 

the super-chunks and the identifier(Data-server-ID) to all 
data-servers. 

5. Data-server determines the hash value of super-chunks. 
6. Data-server compares the hash value of super-chunks 

with the hash values of existing chunks in the cloud. If 
there is any match, then that chunk (redundant chunk) will 
be removed, Otherwise, the new chunk is stored in the 
cloud. 

7. Client-server send the request to the metadata-server to 
update the information of the data deduplication process. 

8. Metadata-server stores the information of new data 
chunks or updates the information of the removed 
redundant chunk. 

-------------------------------------------------------------------- 
The hash value of the pair of two data-chunks is compared as 
follows.  

 
 
 

 

The data file is partitioned into data chunks. SD1 is the set 
of hash values of the data file D1 where D1 is divided into k 
number of data chunks {d1,d2,..,dk}. Hence 
SD1={hd11,hd12,hd13,..hd1k}. Likely SD2 is the set of hash 
values of the data file D2, SD2={hd11,hd12,hd13,..hd1k}. The 
value min(SD1) is the k minimal hash value in the set SD1 
and the value min(SD1) is the k minimal hash value in the set 
SD1. If min(SD1) is equal to min(SD2), then it is concluded 
that there is a duplicate chunk and the duplicated chunk is 
removed. Otherwise, the new chunk is stored in the cloud.        

 
Fig. 7 The general architecture of data deduplication approach 

If the new chunk is stored, then the metadata such as type 
of chunk, the ID of chunk, hash, or fingerprint value is stored 
in metadata-server. And also if the data chunks are removed, 
the metadata of the redundant chunks are removed from the 
metadata-server. Thus it is responsible for metadata-server to 
update and maintain the metadata of all data chunks and 
servers frequently. Table. III illustrates the example of the data 
deduplication process.  

TABLE III.  EXAMPLE OF DATA DEDUPLICATION. 

Data 

File 

Partition of 

data file into 

chunks 

Hash 

values of 

data 

chunks 

Hash values 

of existing 

chunks 

Operation  

X {x1,x2,x3,x4,x5} {t,s,v,r,u} 

{g,a,e,q,t,v} 

Data 
chunks x1 
and x3 are 
removed 

Y {y1,y2,y3} {k,m,p} All data 
chunks are 
stored 

SM(SD1,SD2)=      1      if min(SD1)=min(SD2) 
                                0         otherwise 
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The above table shows that the data file X is partitioned 
into five data chunks {x1,x2,x3,x4,x5} and file Y is partitioned 
into three data chunks The third column of the above table 
shows the hash values of the data chunks. The values t,s,v,r, 
and u are hash values of the data chunks x1,x2,x3,x4, and x5 
respectively. The values k,m, and p are hash values of the data 
chunks y1,y2, and y3 respectively. The hash value t of x1 is 
matched with the hash value of existing chunks ({g, a,e,q,t,v}, 
(t is already there in the hash values of the existing chunks ). 
The hash value v of x3 is match with the hash value of existing 
chunks ({g,a,e,q,t,v}). Thus x1 and x3 are redundant data 
chunks that are removed. The remaining super-chunks 
{x2,x4,x5} are stored and the metadata of those chunks are 
stored and maintained in the metadata-server. According to the 
data file Y, all the chunks {y1,y2,y3} are stored in the cloud as 
the hash values {k,m,p} are not matched with the hash values 
of the existing chunks. The metadata of these new chunks is 
stored in the metadata server. Thus data deduplication process 
finds and deletes all duplicate copies of the data and maintains 
only one copy of the data. 

IV. CONCLUSION 

This paper gives the efficiency and inefficiency of 
existing deduplication techniques with the help of theoretical 
evidence.  The deduplication process is mandatory for the 
cloud service provider to reduce the huge amount of storage 
space requirement, cost, and higher network transfer rate. This 
paper includes a summary of the merits, demerits, and 
limitations of existing approaches. This analysis may give 
many directions and future challenges. Although cloud 
computing offers a huge amount of storage space, data 
duplication decreases the efficiency and performance of cloud 
storage, and also it results in poor data management and the 
requirement of high bandwidth. The deduplication technique 
is used to manage data duplication in clouds. Data 
deduplication erases all redundant data and maintains only one 
copy of the data. Although there are some deduplication 
approaches used to avoid data redundancy, still they are in 
lack of efficiency. This paper may give sufficient knowledge 
and a good idea about deduplication techniques by surveying 
existing approaches, and this work may help the researcher 
and practitioner for their future research in developing 
efficient cloud storage management techniques.  

In the future, efficient and reliable data deduplication 
approaches can be proposed and implemented to remove 
duplicate copies of data and also to maintain privacy, integrity, 
and confidentiality of the data. Better Data storage and 
management techniques in cloud computing can be developed 
in the future.  
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