
Journal of Physics: Conference Series

PAPER • OPEN ACCESS

Hierarchical based tumor segmentation by
detection using deep learning approach
To cite this article: Madona B Sahaai and G R Jothilakshmi 2021 J. Phys.: Conf. Ser. 1921 012080

 

View the article online for updates and enhancements.

You may also like
A longitudinal magnetic resonance
elastography study of murine brain tumors
following radiation therapy
Y Feng, E H Clayton, R J Okamoto et al.

-

Origin and quantification of differences
between normal and tumor tissues
observed by terahertz spectroscopy
Sayuri Yamaguchi, Yasuko Fukushi, Oichi
Kubota et al.

-

Where did the tumor start? An inverse
solver with sparse localization for tumor
growth models
Shashank Subramanian, Klaudius
Scheufele, Miriam Mehl et al.

-

This content was downloaded from IP address 14.139.187.125 on 22/01/2024 at 10:58

https://doi.org/10.1088/1742-6596/1921/1/012080
/article/10.1088/0031-9155/61/16/6121
/article/10.1088/0031-9155/61/16/6121
/article/10.1088/0031-9155/61/16/6121
/article/10.1088/0031-9155/61/18/6808
/article/10.1088/0031-9155/61/18/6808
/article/10.1088/0031-9155/61/18/6808
/article/10.1088/1361-6420/ab649c
/article/10.1088/1361-6420/ab649c
/article/10.1088/1361-6420/ab649c
https://googleads.g.doubleclick.net/pcs/click?xai=AKAOjsuecr8rEEb6vqNWch3lF6Ue801T9WyAxRt8rh3A8FUQCt5kVmZBePqmgVRyTObJxIU8CSSEGpPM42nfKGN4kUPDO5SI5IHUf2CzAEkZ2XhJSVR88FjLFL35SuJfk2wdisaXNOGap2TKddgDYHRT9vy2HpexxyIqidQo5v5WteWRRs1un3eYf7YuL4qXxh7aX53q4vlav_d5gMVser_hxwbZR8CZdv5Jc_OXPKvFNidixR7OX4boSaDbrfKSKB4YJq9L7NTKphOMn9xxuuWB0iZ37WkFEHXZfFXiZ6XdYF8gbJOxt9G47DVSLuEiDBVD&sai=AMfl-YScpAFZjJSx9Y6b6_TBEjvcKoFwK7IpWgTwzQT-IMgcuija7Jx9fVkMXelc3Of7XMtkddsh_aK0pKa1B8g&sig=Cg0ArKJSzEZOmHWcfPZs&fbs_aeid=%5Bgw_fbsaeid%5D&adurl=https://ecs.confex.com/ecs/prime2024/cfp.cgi%3Futm_source%3DIOP%26utm_medium%3Dbanner%26utm_campaign%3Dprime_abstract_submission


Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.

Published under licence by IOP Publishing Ltd

ICASSCT 2021
Journal of Physics: Conference Series 1921 (2021) 012080

IOP Publishing
doi:10.1088/1742-6596/1921/1/012080

1

Hierarchical based tumor segmentation by detection using deep 

learning approach 

Madona B Sahaai
1
 and  G R Jothilakshmi

2
 

1
Research Scholar, 

2
Associate Professor, Vels Institute of Science Technology & Advanced 

Studies, Chennai, India 
1
Principal Author: madona.se@velsuniv.ac.in 

2
Corresponding Author: jothi.se@velsuniv.ac.in 

Abstract. Brain tumor is a cluster of abnormal cells that grows out of control in brain. 

Identifying brain tumor is challenging for doctors, since its impact will lead to danger for 

human life. Spotting of brain tumor using traditional methods is not accurate. Deep learning 

provides solution for detecting Brain Tumor in an efficient way. We have used MRI scan 

images. Since the image contains noise, image pre-processing work has been done to enhance 

the images. Deep learning methods for images works with Convolutional Neural Network 

(CNN). CNN has an advantage of extracting features by own. CNN has many hidden layers, 

where features are extracted and those features are learned for future prediction process. Single 

Shot Detector is used for detection of tumor region. SSD uses 8732 default bounding boxes 

mapped to the ground truth boxes for localisation process. Jaccard Overlap is used for match 

the default box with ground truth box. The detected whole tumor region is then used for 

segmenting the proper tumor region.  

Index Terms: Segmentation, Detection, Deep Learning, Single Shot Detector, Brain tumor.  

1. Related Works 

In [1] paper, they have utilized different orientation of scanned MRI image. They present a solution 

for segmentation of Brain tumor using LinkNet network. LinkNet network is a Deep Neural Network. 

They identified that single network will not work for detecting tumor. So they used multiple networks 

for multiple angles’ of images. They have used Sagittal, Coronal and Axial angles for images for 

detecting brain tumor. The overall accuracy for all angles of image is 0.73. In [2] paper, combining the 

extracted features with Convolutional Neural Network has given an improved accuracy. According to 

this paper, they have used central clustering as a clustering method for extracting features. These are 

then combined with AlexNet architecture (i.e) with 5 convolutional layer with pooling layer followed 

by Softmax layer to improve the classifying accuracy of brain tumor. They have also trained Radial 

Basis Function classifier and Decision Tree classifier for the comparing the results. [2] Paper 

compares the improved classifying percentage in the test dataset. With the combination of extracted 

features with CNN, 99.12% accuracy is achieved in test dataset. In [3] paper, they proposed 

segmentation of MRI images using Semantic Segmentation. It also explained about the improved 

regularization. The segmentation is achieved by Full Convolutional Network. The Paper [4] proposed 

a method of segmenting brain tumor using patch of images.  
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These patch of images are used for training Convolutional Neural Network. They have used hybrid 

method by merging two and three path CNN. It has been identified that local and global features are 

used for predicting the results. Gliomas patients’ dataset alone is used for segmenting the brain tumor. 

Probabilistic Neural Network has been used in Brain tumor detection [5]. Initially Histogram 

Equalisation is used for enhancing the Image Intensity values. Later they extracted Texture features 

like Contrast, Correlation, Energy and Homogeneity features using GLCM. These features are utilised 

into Probabilistic Neural Network for the Network to learn, which results in 90.96% accuracy. The 

paper [6] came up with an idea of multiple stages for segmenting tumor. They filtered out low 

intensity and medium intensity values from images, followed by Image Enhancement process using 

Morphological operations like Filling, Erosion followed by Segmentation process. They counted the 

number of segmented object using iteration process and segmented the extract tumor region.  

2. Introduction 

Brain tumor is growth of abnormal cells in brain. Many different types of brain tumor are non-

cancerous (benign) and some are cancerous (Maligant). Primary brain tumor can be cured easily, but 

cancerous brain tumor spread to brain which will lead to dangerous for life. Diagnosing brain tumor is 

a tedious task by traditional method. It needs human intervention for the diagnosis. To identify brain 

tumor CT scan and MRI scan images are used. MRI scan usually provides more detailed information 

of soft tissues of brain than CT images. But when it comes to identifying the exact location of brain 

tumor with noises in images will lead to confusion among the doctors for predicting. Recent 

advancement in soft computing methods resolves the problem of detecting the tumor well. Deep 

learning for images plays a major role in detecting the brain tumor location effectively. Deep learning 

uses Convolutional Neural Network for deep digging into images for extracting features of its own and 

learning the features. Many architecture involved for extracting features, but VGG16 for Mobile Net 

V2 works well when extracting features, also works faster than Google Net and VGG19, R-CNN. 

Mobile Net V2 architecture will do well for classifying the different classes, but when it comes to 

localising the object, Single Shot Detector works good. Single Shot Object detector, detects multiple 

object at one time. It uses anchor boxes for identifying the object location. After detecting the object 

location, Mobile Net classifies the object. So, SSD-Mobile Net architecture will works in the hierarchy 

of Object detection followed Classification. Other Detector-Classifier like R-CNN uses Region 

Proposal Method for identifying the object. R-CNN works in the principle of two-step process. First 

step, it will create a region of interest. If the objects are likely to be present, it will classify the Object. 

R-CNN takes much time in detecting objects than SSD-Mobile Net. The Yolo method for detecting 

the object do same kind of process like SSD. But YOLO has pre-defined grid cells, (i.e) aspect ratio 

for identifying the object is fixed, whereas SSD makes 8732 prediction using 6 layers. In SSD, we can 

add up more Convolutional layers depending on Dataset.  

3. Deep Learning 

Deep Learning is a subset of Machine Learning, where Artificial Neural Network algorithms inspired 

by human brain. Similarly to how we learn from experience, Deep Learning algorithms would perform 

task repeatedly, each time tweaking it a little to improve the outcome. The word Deep Learning itself 

explains that it has Deep Layers that enabling learning. When Utilizing Deep Learning for images, 

Convolutional Neural Network will be helpful.  

4. Convolutional Neural Network 

Convolutional Neural Network is one among the Deep Learning approaches. It has been most widely 

used in Computer Vision applications. Convolutional Neural Networks works mostly with large 

number of Deep Layers. CNN is a Feed Forward Artificial Neural Network developed from Multi-

layer perceptron [15]. In most common, CNN has 4 different layers [14]. They are 1. Input Layer, 2. 

Convolutional layers, 3. Pooling layers, 4. Fully Connected Layers. Input layer which takes image as 

input with 3-color channels (RGB). These channels are directly given into Convolutional Network. 

These channels will change its dimensions according to the architecture like AlexNet, VGG16, etc.   
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As the name depicts, convolutional layers, convolves random filter generated with the input image 

given. Convolutional layers extract features from the images by convolving with filters. In the initial 

layers, it will extract common features of images like edges, corners etc. When the convolutional 

layers goes deeper, it will extract image specific features like obtaining patterns from the image. 

Convolutional is computed by  

 

C = 
      

 
                              (1) 

Where, W is the input size, F is the filter size, P is padding, S is Stride. Convolutional layers works on 

the principle of linear operation. Once after the convolutional process, there will be reduction in 

dimensionality of images without padding. Padding of image will retain the image size, but feature 

map will change. For AlexNet, there will be 5 convolutional layers, VGG16- has 13 convolutional 

layers with 3 dense layer. Improved accuracy depends on the depth of the layers. Activation layer has 

an activation function after every convolutional layer. It is precisely because of the features captured 

by activation CNN that the non-linear description are more prominent. Some of the activation function 

are ReLU, Sigmoid, and Tanh. Figure 1 shows how activation function will be used while training 

process.  

 

 

Figure 1. Activation function 

In Sigmoid activation function while Back-Propagating, division operation occurs. For a deeper 

architecture, the gradient descent disappears also derivation of the function tends to zero. So after 

certain period of time, the training process will end up, resulting in over fitting. Whereas ReLU 

function only takes out the maximum value in the back-propagation. ReLU function can activate every 

pixel. ReLU is a Non-linear activation function and derivation in back propagation maintains 

piecewise linearity that makes the network to easily learn and optimise. Followed by convolutional 

layer, pooling layer is used for dimensionality reduction of feature map and network parameters. 

Pooling layer is translation invariant, because its computation takes neighbouring pixels into account. 

Pooling layer will reduce the redundant information present in the feature map which will also reduce 

the computation process. Pooling also acts as regularization technique to avoid over fitting. Pooling 

layer will down sample the image size which will forward the reduced image size into next 

convolutional process without redundancy. So using pooling layer, highest feature map values will be 

moved on to the next set of computation process using Maxpool with stride 2. From the output of the 

above layers, fully connected layers flatten them into single vector as neurons. Each neurons is then 

multiplied by a random weights initialised added with bias. Once the bias is added up, neuron has to 

be activated for the next layers. The process of activation relies on Relu, Signoid or Tanh. Relu has 

less computation with more activation power. Finally the Softmax activation function will gives the 

probabilities of each label. Calculation of the error probabilities using loss function will happen in 

final layer, which will back propagate the error to adjust the network parameter weights of all 

convolutional kernels to the find the minimal error in the consecutive iterations.  
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5. Proposed Work 

In this paper, we applied SSD-MobileNetV2 for tumor detection followed by segmenting the tumor 

region. At first, we used tumor images directly for Segmentation. We initially used Contrast Limited 

Adaptive Histogram Equalisation (CLAHE) algorithm followed by other Image Enhancement 

techniques. Finally thresholding method is applied for Segmentation purpose. But we observed that, 

for each image that we used, there is a need for different threshold point and for drawing contours 

across it becomes a tedious process because many contours occur all over the image. Hence we 

identified that, detecting tumor region followed by segmentation process will be helpful. So this paper 

proposes a Hierarchical based tumor segmentation using Object detection method. The pipeline of the 

proposed work is shown in figure 2. 

 

 

Figure 2. Proposed pipeline 

 

Some of the input images that we used for training are shown in figure 3. 

 

 

Figure 3. Input Images 
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Here we used VGG16 as a Base Network as a Feature Extractor for images. MobileNet V2 is used as 

an image classifier and Single Shot Detector as method for detecting the tumor region. MobileNet V2 

is faster with improved accuracy across the entire latency spectrum. SSD will individually separate 

and distinct the space of bounding boxes into cluster of default boxes with different aspect ratio and 

scales feature map location. This method will not resample or rescale the pixel or features of bounding 

boxes. Thus by eliminating the bounding box proposal, detection speed is increased. Single Shot 

Detector works on the principle of Feed Forward Convolutional Network, which brings out fixed size 

collection of Bounding boxes and scores of each object present within the bounding box, followed by 

Non-Maxima Suppression to obtain final detection. Base layers will do only classification process. To 

enable the detection process, auxiliary structure is added to the network with the following key 

features. 1. Convolutional layers are added to the end of base network that will allow predictions of 

object detection at multiple scales. 2. For every feature layers of size x*y with n channels, the standard 

element for possible detection is 3*3*n kernel that will result in score for the object category or shape 

offset relative to the bounding box co-ordinates. While training process, identifying the default boxes 

that corresponds to the ground truth detection. For every ground truth box associated with default box 

will be selected that has different aspect ratio and scales. Using Jaccard Overlap, ground truth box will 

get matched with the default boxes with threshold greated than 0.5. This simplifies the learning 

process. Weighted sum of Confidence loss and Localization loss will result in overall objective loss. It 

is calculated by, 

 

L (a, s, l, t) = 1/N⟦ Lconf (a, s) + αLloc (a, l, t) ⟧ 
 
N is number of matched bounding box, Localisation loss is l, ground-truth is t. Our confidence loss is 

softmax loss over multiple classes confidence(c) and the weighted term α is set to 1 by cross 

validation.  

The dataset we used is collected from Kaggle. It has 201 images with brain tumor, 95 images with 

Non-brain tumor. The dataset we had is very less. So Data Augmentation process is done for all 

images. We did basic image enhancement techniques like several noise removal and saved those 

images as augmented images. Image translation, rotation, brightness enhancement, Morphological 

operation are some of the data augmentation techniques that are done for generating more images. 

After Data Augmentation, Images are labelled. Labelling the tumor region will result in Region of 

Interest for the training or learning process. The process of labelling will be helpful in identifying the 

input patterns. Tensor flow framework is used for machines to learn. The ROI obtained from image 

labelling has to be converted into tensor flow record. Tensorflow record is nothing but a simple format 

for storing a sequence of binary record. Here the ROI is converted into sequence of binary record, not 

only for the machines to learn, but also for the optimized usage. Then we need to create label file. This 

file is intended to create because; mapping of labelling has to be done with respect to ROI while 

training of images. Hyper-paramenter tuning is done while configuring the dataset record. ReLU 

activation function is used for better convergence. ReLU activation function depicts in the figure 4.  

 

 

Figure 4. ReLU Activation 
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While training the loss obtained ranges between 0.5 to 1 in 4000+ steps. Tensor board graph for upto 

20k steps has been shown in figure 5.  

 

 

Figure 5. Overall Loss 

 

The loss function calculated is viewed using Tensor board. The detection accuracy that we obtained is 

0.9. Detection accuracy is good for 9 out of 10 images. The detected tumor region images are shown 

in figure 6. 

 

 

Figure 6. Detected Tumor 

 
After the detection process, the obtained area of interest is used for Segmentation purpose. This 

hierarchical based Segmentation process gives maximum accuracy than other method of segmentation. 

The obtained area of interest is enhanced using CLAHE algorithm. CLAHE algorithm will do contrast 

enhancement process. Followed by CLAHE process, Gamma correction is done for brightness 

enhancement of images. The obtained image is then converted into grayscale image for Morphological 

dilation. Morphological dilation will enhance the brighter region brighter. The process is then 

followed by image thresholding technique for segmentation purpose. Here we used OTSU 

thresholding technique for segmentation. Brightness adjustment is calculated as: 

Gamma Correction =[[
        

   
]

 

     
]                           (2) 

 



ICASSCT 2021
Journal of Physics: Conference Series 1921 (2021) 012080

IOP Publishing
doi:10.1088/1742-6596/1921/1/012080

7

6. Experimental Results 

We used Google-Colab for our training process. By default Colab supports tensorflow-2.2 version. But 

the object detection we trained using tensoflow-1.5 version. Also we used Ngnix for viewing Tensor 

board training graph. When on detection, a score of 0.5 or greater value will be considered for 

performance evaluation. For every ground truth box, the algorithm generates an Intersection over 

Union with every detected box. A match is found only when ground-truth box and detection box is 

greater than or equal to 0.5. The IOU that we achieved is 0.85, (i.e) it is greater than 0.5. Using the 

IOU, loss will be calculated and back-propagation algorithm will adjust the weights according to the 

loss. With the data we achieved an overall accuracy of 90% for object detection. The detected tumor 

region is then used for segmentation purpose. This Hierarchical based segmentation provides better 

accuracy than other kind of segmentation. The Detected tumor region followed segmentation is shown 

in the figure 7. 

 

 

Figure 7. Segmented Tumor Region 

7. Conclusion 

Brain tumor detection using soft-computing methods are emerging these days. We proposed a method 

of segmenting the Tumor using hierarchical form. This Hierarchical method uses MobileNet 

architecture for extracting features of images and classification. These MobileNet models are light 

weights models that can also be deployed in Edge devices as needed. Followed by MobileNet, Single 

Shot detector is used for detecting the tumor. Single Shot Detector is used for localising the class. 

After localising the tumor, segmentation process happens within the detector are, which will increase 

the probability of segmenting properly. With the detection process, the proposed method achieves 

90% overall accuracy and improved performance can be achieved with more number of training 

samples. Our future work will be classifying the types of brain tumor based on hierarchical based 

detection followed by segmentation and classification.  
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