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A B S T R A C T   

The power density of the nuclear reactor core is high. In the event of inadequate cooling of Fuel subassembly 
(FSA), the fuel-clad temperature can increase to a high value leading to clad rupture. Hence, it is very important 
to detect core anomalies with adequate and suitable instrumentation. It is also required to monitor continuously 
the adequacy of reactor core cooling and initiate suitable safety actions in case of any abnormality. 

K-Type Thermocouples are normally used for measuring the core temperature. Computer based Core 
temperature-monitoring system is provided for acquiring the temperature signals, detection of core anomalies, 
error in core loading, fuel enrichment error and fuel orifice error. The control system monitor the temperature 
and provides signals for safety system to initiate protective action in case of incidents. These safety actions 
prevent the clad hot spot and fuel temperature from reaching the design safety limits. 

Hence, it is necessary to factor in the performance uncertainties of the safety instrumentation so that the 
process is operated efficiently within the limiting conditions of operation, limiting safety settings and the design 
safety limits. The errors and uncertainties of the thermocouples, signal processing electronics and the display 
systems shall be quantitatively estimated to implement an efficient operation strategy and optimize the re
quirements of calibration & ageing management. 

This paper deals with application of data analysis techniques to analyze the performance characteristics of 
core temperature monitoring thermocouples, estimate errors and suggest correction factors so that the re
quirements of availability and reliability are met within the actual safety limits for the system in a nuclear power 
reactor. The challenges in electronic calibration of measurement channels are discussed in view of distributed 
locations. The uncertainties and errors in thermocouple sensors are analysed using data analytics models and an 
integrated methodology of compensating for overall uncertainties in the system is proposed based on the 
analysis.   

1. Introduction 

International Electro-technical Commission (IEC) standard (IEC- 
61226, IEC, 2009) had categorized the nuclear instrumentation systems 
as Safety, Safety Related and Non-Safety to develop requirements that 
are consistent with their classifications for prevention and mitigation of 
postulated initiating events (PIE). The standard also enumerates generic 
specifications of the I&C system for the classified safety functions 
including the requirements of quality assurance, reliability, testing & 
maintenance. 

The standard (IEC 61508-4, IEC, 1997), defines the risk based 
functional safety of electrical, electronic and programmable electronic 

equipment for a cost-effective implementation of safety-related system 
design. 

As brought in IAEA documents (Safety Glossary IAEA, 2007), the 
configuration of a nuclear plant Instrumentation & control system 
considers various safety criteria in their design right from plant lay out 
to system operation and maintenance. The systems are built with rugged 
and failsafe design with triplicated, redundant and diverse instrumen
tation tolerating single and common cause failures considering various 
failure scenarios and design basis events. All critical components are 
subjected to environmental qualifications and life cycle testing so that 
the reliability goals of a safety system are met. While designing and 
implementing the system, threshold limits of the sensors and the 
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calibration uncertainties are selected such that the process is operated 
efficiently within the limiting conditions of operation, limiting safety 
settings and the design safety limits. This necessitates a thorough un
derstanding on the performances and uncertainties related to all safety 
critical sensors, signal-conditioning modules, and channel processing 
systems during the entire period of installation, commissioning, opera
tion and maintenance. 

Since the final measure (as seen by the operator) of the actual process 
variable within a plant/equipment, goes through a certain minimum 
stages, viz. sensor/transducer, signal conditioning module & finally the 
display/recording units, the various uncertainties/errors contributed by 
each stage, needs to be accounted for. 

One such safety system in a nuclear plant is nuclear core temperature 
monitoring system. This system ensures that reactor inlet and fuel sub
assembly outlet temperatures are continuously monitored to ensure the 
core is adequately cooled and in case of any abnormal temperature rise 
inside the core, necessary safety actions are initiated. These temperature 
signals are used for detection of core anomalies such as plugging of fuel 
subassemblies during start up, error in core loading, fuel enrichment 
error and fuel orifice error and initiate a protective action in the case of 
anomalies that are detected. Further, the temperature measured by the 
system is also used for calculation of reactor thermal power and 
correction of neutronic power signals. 

This paper provides an overview of the errors in the sensors and 
measuring systems of core temperature monitoring system of a nuclear 
power plant to improve the performance considering the design, 
installation & calibration aspects of safety instrumentation. 

2. Literature review 

The field of sensor uncertainties and their effect on performance 
optimization has been a subject of research for many years. There are 
various publications that deal with monitoring the performance of the 
process using sensor data analysis and various models are proposed 
using several statistical, mathematical and data modelling techniques. 

(Narasimhan and Rajendran, 2019) dwells on the safety class 
instrumentation system sensors and the effect of their drifts in the 
overall system performance. The paper brings out the issues related to 
uncertainties in sensors/transducers and the issues in the requirement of 
periodic calibration requirements. The paper proposes to develop a 
single parameter using data analytics, which can indicate the drifts in 
redundant sensors so that calibration intervals can be optimized. 

(Beemex Corporation, www.beemex.com) brings out the issues on 
optimal calibration parameters on Process Instrumentation in sensors 
calibration. The paper enumerates the best practices to follow calibra
tion interval based on the impact of a failure without compromising on 
safe operating conditions. The paper analyses the effects of drifts in the 
sensors in detail. 

(IAEA, 2008) describes the on-line methodologies to be considered 
for verification of instruments calibration in addition to equipment and 
plant condition monitoring in nuclear power plants. This publication 
focusses on review of instrument calibration to ascertain the possibility 
to extend the periodicity of calibration of sensors and electronics. It also 
reviews the in-situ methodologies adopted to verify the dynamic per
formance and response time of process instrumentation. 

(Hashemian, 2010) discusses on the dynamic response of the process 
sensors that supply real-time data to the safety systems in nuclear power 
plants (NPP). The research dwells on the methods to improve the 
response times of the safety sensors by implementing newer methods. 
The paper also analyses the fluctuations in the sensor values that arise 
from random flux, turbulent flow, random heat transfer, process control 
action, and vibration. 

(Anderson et al., 1979) is very relevant to this study as it discusses on 
the characteristics of a K-type thermocouple used in a Nuclear Power 
Plant. The paper discusses on the factors that has an impact on the ac
curacy of temperature measurements by sheathed thermocouple 

assemblies of types K and S. The study is performed under varying 
conditions like change in temperature conditions, change in magnetic 
flux densities, their orientation and speed of sampling by data acquisi
tion system. This paper has motivated to further the study the perfor
mance in a given configuration of thermocouple thermometry in the 
subject nuclear power plant and the associated data analysis. 

(Saha and Sridhar, 2012) is also very relevant for this study as it 
discusses on the application of temperature thermometry in a similar 
nuclear reactor and the methods of cross calibration techniques 
employed in isothermal conditions to improvise the accuracy of mea
surement. This paper considers that since large number of thermocou
ples are used, the accuracy of measurement can be improved considering 
mean values in cross calibration at a single point of temperature con
dition. Even though cross calibration is any way a requirement before 
start of the reactor to bring all the redundant measurements to a refer
ence level, the issues related to inherent sensors uncertainties in the 
continuous operating conditions are required to be addressed to improve 
the performance reliability. This paper dwells on the issues with respect 
to such errors and an integrated approach to dynamic compensation 
using data analytics. Further, the configuration of the system in the 
subject nuclear power plant is different from the plant dealt in the paper. 

3. Core temperature monitoring system (CTMS) 

Two Mineral Insulated, Stainless Steel sheathed, ungrounded junc
tion, K-type Chromel-Alumel thermocouples (TC) with the overall 
diameter of 1 mm with an accuracy of ±2.3 ◦C (at a nominal operating 
temperature of 570 ◦C) are used for monitoring the temperature from 
each of the subassembly in the core. These thermocouples are installed 
in thermo well, which are part of the control plug. Sodium enters at the 
bottom of the subassembly, takes the nuclear heat generated from the 
fuel, comes out from the subassembly as a jet, and hits the tip of the 
thermo well. 

The system processes the temperature signals from the thermocou
ples, derives the mean core outlet temperature, calculates temperature 
rise across the core and deviation in the individual subassembly over the 
expected value. It generates the signal for tripping the reactor to safe 
state when these parameters cross the safety set points as well as inputs 
for thermal power calculation and correction for neutronic power 
measurement. 

Two thermocouple signals of each subassembly are multiplied into 
three signals and the triplicated signals are processed by triplicated Real 
Time Computer based systems. 

The thermocouple signals (A&B) from the reactor are independently 
routed to the primary signal processing system located in a local control 
center which converts the millivolt signals into current signals (4–20 
mA) and transmits to safety signaling and control system located at a 
different building. The system multiplies each of the current signal into 
three voltage signals and the real time computers generate various 
computed signals to initiate safety action based on logic processing. It 
generates alarms or trip signals when the computed values cross the 
respective alarm or trip thresholds. The thresholds are typically not 
beyond 5 ◦C. 

Since sensors and processing units are located across various build
ings and are interconnected through extension and instrumentation 
cables, the difference in environment conditions in each of the building 
and the uncertainties and errors in individual components will influence 
overall accuracy of the system. 

Hence, any significant deviation in the measurements made by the 
system due to errors in sensor, signal conditioning etc. may spuriously 
generate alarm/trip, which will affect the safety/availability of the 
reactor. Hence, consistent and accurate system performance shall be 
ensured by individually analyzing, accounting and compensating for 
various uncertainties, drifts and errors in individual components. This 
paper enumerates three broad approaches to increase the reliability of 
the system performance. 
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1. Estimation of errors and calibration of temperature measurement 
channels (electronics and computer systems)  

2. Estimation of errors of thermocouple sensors using data analytics 
method  

3. Integration and compensation for uncertainties in the overall system 

4. Errors in Temperature Measurement Channels 

The raw signal output of thermocouples require further signal 
conditioning/signal-recovery modules for appropriate signal amplifi
cation and subsequent digitization. Errors in DC signal conditioning 
stages include micro-phony errors in cables, piezo-resistive errors in 
PCBs, input-output impedance errors, bias & offset current errors, CMRR 
& PSRR errors in OPAMPS, ON/OFF resistance errors in analog MUX, 
quantization & linearity errors in ADCs and possible computation errors 
in floating point computations in microprocessors. Particularly in case of 
thermocouple thermometry with a low signal output, the electronic 
measuring system shall have significant errors due to the ohmic value of 
resistors, lead inductance in electrolytic capacitors, parasitic capaci
tance in resistors, piezo-resistive emf generation due to mounting of 
populated PCBs in sub-racks (bins), galvanic potential on IC leads due to 
poor quality of solder, cross-talk across tracks on PCBs, etc. All the 
electronic items are procured/manufactured from various agencies and 
are calibrated separately at factory and at site. Each component is 
specified with the accuracy limit for various operating conditions. The 
error rates of various electronic modules in processing are taken into 
consideration to ascertain the overall error and worst-case error due to 
electronic modules as given in Table 1. Considering root sum of squares 
for error estimation, the overall errors contributed by the signal pro
cessing electronics comes to ±1.94 ◦C. Including the thermocouple error 
of ±2.3 ◦C in the calculation, the total error in temperature measure
ment is ±2.78 ◦C and the worst-case error (additive) is 5.72 ◦C, which is 
higher than the threshold values. 

5. Electronics calibration methodology 

A standard electronics calibration method involves simulation of the 
signals with the handheld millivolt source from the field, isolating the 
field sensor and checking the outputs in Control room. If the deviations 
are high, the electronic modules are adjusted to bring down the error 
within the acceptable limits. Such a standard methodology cannot be 
adopted here due to following challenges:  

a) Since two thermocouples are provided at the outlets of each sub 
assembly for redundancy purpose and processed together, both the 
signals are to be simulated simultaneously. Further reference junc
tion temperature shall be measured at the signal conditioning mod
ule location and subtracted from the signal to be simulated. 

Whereas, the signal conditioners for both the thermocouples are 
installed at two different locations, the reference junction tempera
tures are not same. Hence, two different millivolt signals are to be fed 

at the field for simulating the same temperature for both the 
thermocouples.  

b) It is not possible to measure the reference junction temperature 
exactly as compensation values vary based on the type and location 
of measurement viz. surface of signal conditioners, at the terminal 
blocks or by shorting the input terminals.  

c) As per the general industrial practice, the accuracy of reference 
junction compensation is guaranteed only up to 45 ◦C. During cali
bration, if the air conditioning and the ventilation system fails then 
the compensation by simulation will introduce more error in the 
calibration process.  

d) The method involves use of multiple measuring instruments and 
voltage sources for calibration and each will have its own errors. 

Considering the challenges above, the calibration of temperature 
measurement system was taken up by simulating the actual temperature 
using a portable oil temperature bath. Even though the range of K type 
thermocouple is − 100 ◦C to 1350 ◦C, the calibration range was chosen 
between 50 ◦C to 600 ◦C in such a way that the maximum accuracy is 
achieved in the operating temperature range. 

A simulation thermocouple probe and the reference RTD were 
inserted inside the temperature bath. The field extension cable (cable 
end connector mating part) was disconnected from the field sensor and 
connected with the simulation thermocouple probe as per the test set up 
is shown Fig. 1. 

The test set-up was placed at site close to field sensor location. The 
bath temperature was adjusted until the RTD reads 50 ◦C and the 
readings were taken from the measurement channels. The offset of 
signal conditioners was adjusted to bring the readings close to RTD 
measurement. After this adjustment, the offset of isolator modules were 
adjusted to normalize the discrepancy in the measurement of all the 
three channels. Now the bath temperature is raised to 600 ◦C as 
measured by RTD. Now the gain of signal conditioners and isolators 
were adjusted to reduce the error in measurement. The process is 
repeated until the error rates are within the admissible values. 

Five-point calibration was done at values 50 ◦C, 150 ◦C, 300 ◦C, 
450 ◦C, and 600 ◦C. The above procedure was repeated for all temper
ature channels for all the subassemblies. 

6. Errors in thermocouple sensors 

As brought out in (Narasimhan and Rajendran, 2019), the primary 
sensors that are erected on the process equipment or inserted into the 
piping, shall be conforming to the mechanical/process standards and 
shall be subjected to similar manufacturing & in-stage testing proced
ures. The instrumentation design shall match with the process charac
teristics in terms of their steady-state accuracy, transient response and 
control loop performance. The overall performance of the system is 
significantly affected by the following factors: 

Table-1 
Electronics error estimate.  

Sensor/Electronics 
uncertainties 

Error Specified Error in ◦C 

Signal Conditioning 
Module 

±0.05% of Full Scale 
Range 

±0.73 ◦C 

Isolator modules ±0.03% of Full Scale 
Range 

±0.92 ◦C 

Analog input card ±0.05% of Full Scale 
Range 

±1.52 ◦C 

Look up Table in Software ±0.25 ◦C ±0.25 ◦C 
Total Error Additive 3.42◦C  

Root Sum of 
Square 

±

1.94◦C  Fig. 1. Test set-up.  
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• Primary Sensors Design and their inherent Uncertainties  
• Errors due to installation  
• Associated Time Constants 

In the core temperature monitoring system, the temperature mea
surement by the thermocouples involves the transfer of the heat energy 
from the nuclear core by the coolant on the thermo-well and subse
quently the sheath material of the thermocouples. Hence, to effectively 
understand the uncertainties involved, we can develop a physical model 
for the sensor measurement. A typical physical modelling of the sensor 
involves modelling of thermal conductivity and the transfer functions of 
the process considering the heat transfer coefficient of the various in
terfaces. Hence, it is required to understand the interface geometry and 
the corresponding heat transfer mechanism. 

The heat transfer mechanism can be in the form of conduction, 
convection and radiation. In case of thermocouples with thinner cross 
section, it can be assumed that both the conductive and radiated heat 
transfers are negligible when compared to the convective heat transfer. 

The movement of fluid surrounding the sensor has a very large effect 
in its response. If the fluid velocity is low, a film of coolant fluid will be 
built up around the sensor, effectively insulating it. The thermal capacity 
and the conductivity of the fluid determine the heat made available for 
transfer to the sensor. 

As brought out in (Anderson et al., 1979), following “seven deadly 
sins” in a thermocouple thermometry requires consideration:  

1. Errors due to thermal shunting  
2. Electrical Shunting and Electrical Leakage errors  
3. Error in Calibration  
4. Error due to Decalibration  
5. Errors due to extension lead wire  
6. Errors associated with Reference Junction  
7. Errors in Measurement System 

Barring the measurement system errors, all other errors are tem
perature dependent. It was also shown by (Anderson et al., 1979) that 
the cumulative errors for a stainless steel sheathed K-Type thermocouple 
for a 50 hours exposure at 1150 ◦C was up to 7 ◦C. In practice, each 
thermocouple is usually individually calibrated before installation and it 
may not be required generally calibrate onsite. 

The manufacturing tolerance of a thermocouple is often batch ori
ented. It is expected that the thermocouples made from a particular 
batch of materials exhibit similar tolerance limits. However, the vari
ability in their tolerances observed in a single batch may increase when 
the diameter of the thermocouple assemblies becomes smaller. Consid
ering 420 thermocouples of 1 mm diameter with a stainless steel sheath, 
measuring the outlet temperature of the core, the variability involved in 
each of the thermocouple has a bearing towards estimating the actual 
core outlet temperatures and subsequent protective action taken by the 
computer system based on the calculated parameters crossing the 
threshold. 

In addition to the sensor, there can be uncertainties associated with 
the process, the mode of measurement in the process, the type of 
mounting and the associated thermo well heat transfer characteristics, 
which cannot be accurately factored into while ascertaining the confi
dence in the measurements. 

With such a high variance in the uncertainties, any calculation of 
thermal power from the core will have corresponding uncertainties and 
correction of neutronic power based on the signal will have considerable 
impact on efficiency. Further, since the safety action in a nuclear plant is 
dependent on thermocouple measurement, a high degree of analysis and 
adequate margins in the design and engineering is necessary to be 
incorporated. Specifically, a core monitoring system uses 420 thermo
couples to detect fuel and core anomalies. Further safety actions are 
based on several computational values. This calls for an extensive 
analysis to ascertain the degree of uncertainties in the sensors and the 

associated processes to provide adequate compensations in the 
computations. 

7. Experiment design 

To analyze the uncertainties involved in relation to the sensor per se, 
the experiment was repeated using three-simulation thermocouple 
probe and a reference RTD inserted inside the temperature bath. The 
thermocouple and RTD readings were monitored using a receiver In
strument with known calibration traceability as per the test set up is 
shown Fig. 2. 

Even though the range of K type thermocouple is − 100 ◦C to 1350 ◦C, 
the simulation range was chosen between 50 ◦C and 600 ◦C so that the 
simulated temperatures read by the sensors are always within the plant 
operating temperature range. 

The bath temperature was adjusted until the RTD reads 50 ◦C and the 
readings were taken from the measurement channels at an interval of 10 
min for 8 h in a day. Similar measurements were taken subsequently for 
the temperatures 150 ◦C, 300 ◦C, 450 ◦C, and 600 ◦C with the same 
interval at the same time in each day. 50 measurements were taken at 
each of the temperature value. 

Further to understand the uncertainties related to the process con
ditions at which these sensors are measuring the temperatures, three 
onsite thermocouple readings (TPDna00_826X_A, TPDna00_827X_A & 
TPDna00_828X_A) at the process temperatures of 175 ◦C were selected 
for a period of 1 hour with a sampling time of 1 sec. 3600 data samples 
were collected for analysis at this isothermal condition. 

8. Data analysis 

Analysis of the data involves application of engineering statistics on a 
general engineering problem to yield appropriate engineering solutions. 
As brought out by (NIST/SEMATECH, 2012) in a classical data analysis 
approach, the data collected is subjected to the imposition of a model 
(normality, linearity, etc.) and the model metrics are analysed based on 
estimation, and testing. Sometimes the data collected is analysed to 
select a suitable model for application. The analysis includes the prior 
knowledge on the distribution of the parameters and the collected data 
so that meaningful inferences and the assumptions are made about the 
model parameters. The models can be deterministic and quantitative 
like analysis of variance (ANOVA), regression models etc. The proba
bilistic model assumes that the errors about the deterministic model are 
normally distributed. This assumption has a significant impact on the 
capability of the model in estimating its parameters and generating the 
predicted values. However, they are very sensitive to any shift in 

Fig. 2. Experimental test set up.  
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location/distribution as statistically significant. 
In this study, an ANOVA model is built on the data collected with 

testing of normality and variances. The goal is to identify whether the 
errors associated with the thermocouple thermometry in the system are 
significant to be compensated in the given system configuration so that 
the load on the safety systems due to system errors are minimized. 

8.1. Analysis of variance (ANOVA) 

The one-way analysis of variance (ANOVA) model brings out a 
conclusion whether the means of the population groups of interest are 
statistically significantly different from each other. It tests the null hy
pothesis: 

H0 : μ1 = μ2 = μ3 = …μk  

where μ = group mean and k = number of groups. 
As brought out in (NIST/SEMATECH, 2012), the test is based on two 

estimates of the population variance (σ2). 
Mean square error (MSE) which is calculated among scores within 

the groups. Whether or not the population means are equal, MSE always 
estimates σ2. 

Mean square between (MSB) which is calculated based on the sample 
means. If the population means are equal MSB estimates σ2. If they are 
not equal, then MSB estimates a quantity larger than σ2. 

The standard method for determining the probability of the popu
lation means being different is based on the ratio of MSB to MSE called 
the F ratio. 

However, ANOVA model considers the following assumptions for the 
test of significance:  

1. There is homogeneity of variances among the populations  
2. The populations are normally distributed  
3. Each value is sampled independently from each other value 

8.2. Shapiro-Wilk test for normality 

The Shapiro-Wilks test for normality as brought out in (Shapiro and 
Wilk, 1965), is a popular normality tests to detect whether the data set 
follow a normal distribution. The hypothesis sets are formed with the 

null hypothesis being that the population distribution is normal. 
If the p value of the test statistic is less than the chosen α level (say 

0.05), then there is 95% evidence that the population tested are not 
normally distributed. The Shapiro-Wilk Test is more appropriate for 
small sample sizes (<50 samples). 

8.3. Levene test for equality of variance 

As brought out in (NIST/SEMATECH, 2012), Levene’s test for 
equality of variance tests whether the chosen data samples have equal 
variances. Levene’s test is generally used in cases where the distribution 
is not normal. 

Given a variable Y with sample of size N divided into k sub groups, 
where Ni the sample size of the i -th subgroup, the Levene test is defined 
as: 

H0 : σ2
1 = σ2

1 = σ2
1 = …σ2

k  

Ha : σ2
i ∕= σ2

j For at least one pair. (i, j)
The Levene test statistic W is calculated as: 

W =

(N − k)
∑k

i=1Ni

(

zi. − z‥

)2

(k − 1)
∑k

i=1
∑Ni

j=1

(

zij − zi.

)2  

where zij =

⃒
⃒
⃒
⃒Yij − Yi.

⃒
⃒
⃒
⃒ and Yi. is the mean of the i -th subgroup, zi. are the 

group means of the zij and z‥ is the overall mean of the zij. 
The Levene test rejects the hypothesis that the variances are equal if  

W > Fα, k-1, N-k                                                                                      

Where Fα, k-1, N-k is the upper critical value of the F distribution with k-1 
and N-k degrees of freedom at a significance level of α. 

9. Observation and test results 

The various summary statistics of the thermocouple sensor values for 
all the measurements taken with the experimental setup explained 
above was calculated as in Table 2. 

Table ¡2 
Summary statistics for Thermocouples of Simulated setup.  

Variable Mean Median Minimum Maximum Std. Dev. Skewness Ex. kurtosis 

TC1_50 49.532 49.520 49.510 49.680 0.0265 3.71 17.5 
TC2_50 49.544 49.540 49.510 49.600 0.0187 0.609 0.229 
TC3_50 49.517 49.520 49.480 49.570 0.0207 0.199 − 0.255 
TC1_150 150.40 150.40 150.36 150.46 0.0247 0.271 − 0.969 
TC2_150 150.47 150.47 150.42 150.50 0.0192 − 0.732 − 0.152 
TC3_150 150.37 150.36 150.33 150.43 0.0242 0.649 − 0.0888 
TC1_300 300.86 300.86 300.78 300.91 0.0291 − 0.411 0.169 
TC2_300 300.99 300.99 300.90 301.10 0.0387 0.228 0.394 
TC3_300 300.85 300.84 300.79 300.91 0.0299 0.431 − 0.742 
TC1_450 451.80 451.87 451.44 452.06 0.163 − 0.555 − 0.938 
TC2_450 451.92 451.97 451.57 452.18 0.157 − 0.455 − 0.935 
TC3_450 451.78 451.85 451.42 452.02 0.144 − 0.689 − 0.563 
TC1_600 602.59 602.63 602.14 602.78 0.152 − 1.27 1.0574 
TC2_600 602.67 602.70 602.26 602.91 0.130 − 1.25 1.429 
TC3_600 602.60 602.64 602.19 602.83 0.150 − 1.20 0.571  

Table ¡3 
Summary statistics for Thermocouples onsite.  

Variable Mean Median Minimum Maximum Std. Dev. Skewness Ex. kurtosis 

TPDna00_826X_A 175.39 175.20 175.00 176.20 0.259 0.746 − 0.00925 
TPDna00_827X_A 176.18 176.20 175.70 177.00 0.226 1.23 2.04 
TPDna00_828X_A 175.70 175.70 175.20 176.50 0.200 0.254 0.427  
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The various summary statistics of the thermocouple sensor values for 
all the measurements taken for the onsite thermocouples with the pro
cess at 175◦C was calculated as in Table 3. 

The observations from the summary statistics of the simulated setup 
are as follows:  

1. The mean values of thermocouples are largely close to each other for 
each of the temperature value.  

2. The standard deviation of the values by all three sensors is also 
largely close to each other. However, the standard deviation values 
are higher at 450 ◦C and 600 ◦C.  

3. The distribution of the values appears to be moderately symmetric 
except at extreme values.  

4. Thermocouple exhibits a moderate symmetry at all temperatures 
except for 50 ◦C and 600 ◦C where it is highly skewed. It exhibits a 
very high positive skew for 50 ◦C and a high negative skew at 600 ◦C. 
Similarly, other two thermocouples exhibit moderate symmetry 
except for 600 ◦C. At this temperature measurement all the ther
mocouples are highly negatively skewed.  

5. The distribution also indicates platykurtic behaviour with shorter 
distribution height and thinner tails for all the temperatures. How
ever, thermocouple 1 exhibits leptokurtic behaviour at 50 ◦C with 
longer distribution and thick tails. 

The above summary statistics indicate that the statistical properties 
exhibited by the thermocouples vary with respect to the temperatures 
that it measures. 

The observations from the summary statistics for the onsite plant 
thermocouples are as follows:  

1. The mean values of thermocouples are largely close to each other.  
2. The standard deviation of the values by all three sensors are also 

close to each other.  
3. The distribution of the values are moderately symmetric.  
4. The distribution also indicates platykurtic behaviour. 

As can be seen by the summary statistics on the data collected for 
both onsite and simulated setup, the sensors exhibited closeness in their 
standard deviation values at the respective temperatures. The statistics 
also revealed that the distribution is moderately symmetric except for 
extreme values. Since independent sensors are used for measurement, 
the third condition is satisfied for deploying ANOVA Analysis on this 
study. 

The hypothesis for test of normality by Shapiro-Wilk test for the 
measurement data of the three thermocouples at each of the tempera
tures 50 ◦C, 150 ◦C, 300 ◦C, 450 ◦C & 600 ◦C as well as onsite 

thermocouple measurements at 175 ◦C is. 
Null Hypothesis: The thermocouple measurements (Populations) 

are normally distributed 
Alternate Hypothesis: Populations are not normally distributed 
The parametric value W and the corresponding p-values for all the 

thermocouples at each of the temperature measurement for the test are 
calculated as in Tables 4 and 5. 

At the significance level α = 0.05, the p-value for the thermocouples 
are much lower at 600 ◦C than other measurements. However, the p- 
values of thermocouple-1&2 is higher than α value at 300 ◦C. Similarly 
thermocouple-3 exhibits higher p-value at 50 ◦C. This shows that the 
population distribution is not perfectly normal at all temperatures. 
Further, the p-values of the onsite thermocouples indicate that the 
overall plant measurement is not normally distributed. Hence, the test of 
homogeneity of variances by Levene’s test is justified. 

The hypothesis for test of equality of variances by Levene’s test with 
three thermocouples (k) and total measurements of 150(N) is. 

Null Hypothesis: Population variances of all the three thermocou
ples are equal 

Alternate Hypothesis: Population variances of the thermocouples 
are different from each other 

The parametric value W for the test is calculated as in Table 6. 
At the significance level α = 0.05, the upper tail critical value of Fα,k- 

1,N-k statistics is 3.0576. Hence, we cannot reject the null hypothesis 
since the value of the Levene test statistic is less than the critical value at 
all temperatures except at 150 ◦C. At 150 ◦C, it is marginally higher. 
Hence, there is insufficient evidence to conclude that the variances are 
not equal. However, the test indicates that variances in measurements of 
all the thermocouples are not homogeneous at 150 ◦C. Whereas for the 
onsite measurement by the field thermocouples at 175 ◦C, the para
metric value W calculated for the measurement of 3333 observations is 
495.56. Whereas the upper tail critical value of Fα,k-1,N-k statistics is 
2.996. This shows that the measurement data is not homoscedastic and 
hence requires dynamic compensation for the individual variances and 
uncertainties in each of the thermocouples in the integrated system of 
measurement. 

The hypothesis for test of equality of means by Analysis of variance 
(ANOVA) is. 

Null Hypothesis: Population means of the thermocouples are equal 
Alternate Hypothesis: Population means of the thermocouples are 

different from each other 
The hypothesis is checked for each of the temperatures at which the 

data is taken. The various ANOVA Parametric values are as in 

Table ¡4 
Normality test for Thermocouples of Simulated 
setup.  

Variable W p-Value 

TC1_50 0.610 ~0 
TC2_50 0.948 0.0306 
TC3_50 0.971 0.250 
TC1_150 0.947 0.0247 
TC2_150 0.914 0.00144 
TC3_150 0.944 0.0202 
TC1_300 0.968 0.199 
TC2_300 0.978 0.480 
TC3_300 0.934 0.00796 
TC1_450 0.909 0.00113 
TC2_450 0.924 0.00334 
TC3_450 0.907 0.000849 
TC1_600 0.873 ~0 
TC2_600 0.860 ~0 
TC3_600 0.859 ~0  

Table – 5 
Normality test for Thermocouples onsite.  

Variable W p-Value 

TPDna00_826X_A 0.857 ~0 
TPDna00_827X_A 0.804 ~0 
TPDna00_828X_A 0.852 ~0  

Table – 6 
Levene’s test results.  

Variable 50 ◦C 150 ◦C 300 ◦C 450 ◦C 600 ◦C 
W 0.318 3.18 1.30 0.378 0.685  

Table - 7 
ANOVA test results of Onsite Thermocouples for temperature 175 ◦C.  

TEMP-175 ◦C Sum of squares Degree of freedom Mean square 

Treatment 1132.5 2 566.27(MSB) 
Residual 568.40 10,794 0.052659 (MSE) 
Total 1700.9 10,796 0.15755 (SSE) 
F(2, 10,794) 566.27/0.052659 = 10,754 [p-value 0]  
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Tables 7–12. 
The above ANOVA result indicates that the null hypothesis is false 

with the F-values ranging from 4.35 to 291. The F-values are very high at 
temperatures 150 ◦C and 300 ◦C. For the real time plant data at 175 ◦C, 
the F-value is 10,754. 

This shows that there exists a unique behaviour of sensors and their 
uncertainties, which depend considerably on the temperature of use. 
Since the normal operating state of the reactor during refuelling 
campaign and start up is maintained in this temperature range, these 
thermocouple measurements shall be dynamically compensated for 
their uncertainties while computing the variables for safety. 

10. Integrated compensation for uncertainties in the overall 
system 

With the above observations, it is concluded that the thermocouple 
thermometry exhibits various uncertainties associated with the process 
conditions, sensors, their installation and the associated measuring 
channels. It is required to process all the available measurements 
regardless of their precision, with the use of the knowledge on the sys
tem, the measurement dynamics, the statistical description of errors and 
the unavoidable uncertainty in the dynamic model assumptions so that 
the error in the estimate is minimized statistically. 

With 420 thermocouple monitoring the temperature in the core, we 
can establish the conditional probability of measurement of core tem
perature x, conditioned on the mean of the observed value of mea
surements zi from the thermocouple i with the variance σ2

i . Based on this 
conditional probability density, the best estimate of temperature by the 
thermocouple i is 

x̂ = zi 

In addition, the variance of the error in estimate is 

σ2
x = σ2

i 

Assuming that the combined estimate from all the thermocouples is 
Gaussian, with mean μ and variance σ2 as 

μ =

z1
σ2

1
+ z2

σ2
2
+ … zi

σ2
i

1
/σ2

1
+ 1

/σ2
2
+ …1

/σ2
i  

1
σ2 =

1
σ2

1
+

1
σ2

2
+ …

1
σ2

i 

From the above, it can be inferred that the value σ2 is less than the 
individual thermocouple variances σ2

i , which is to say that the uncer
tainty in our measurements have reduced. Given this density, the best 
estimate will be 

x̂ = μ  

with the associated error variance of σ2. 
If the thermocouples have shown homogeneity in their variances, the 

best estimate would have been simply the average of all the measure
ments. On the other hand, if any of the thermocouple variance is higher 
than the others, then the equation dictates weighting that particular 
observation zi lighter than other thermocouples. Further, the variance of 
the estimate is less than σ2

i . Thus, even a poor quality thermocouple 
measurement channel will not significantly affect the precision of 
measurement. 

As each of the thermocouple, measurements are made at a higher 
scan intervals by the computer and as the thermocouple response time is 
6 s, following methodology can be adopted for calculating the best es
timate for thermal power calculation and safety processing:  

➢ Obtain mean value of last preceding 60 measurements for each of the 
thermocouple (zi)

➢ Calculate the variances σ2
i  

➢ Calculate the best estimate μ.  
➢ Apply this estimate for further processing for safety actions. 

The estimated temperature values from the onsite plant data earlier 
collected at 175 ◦C by taking the simple grand mean is plotted in Fig. 3. 
Similarly the estimated temperature with compensation based on the 
above method is plotted in Fig. 4. 

11. Conclusion 

The results show that the estimated value is more precise while 
applying the method of dynamic compensation of variances compared to 
using a simple mean for temperature estimation. This will improve the 
accuracy of calculation of thermal power and the corresponding 
compensation that is applied to neutronic power signals. Further, this 
will enable calculation of the mean core outlet temperature, mean 
temperature rise across the core and deviation in the individual subas
sembly over the expected value with compensation towards individual 

Table - 8 
ANOVA test results of Simulated Thermocouples for temperature 600 ◦C.  

TEMP-600 ◦C Sum of squares Degree of freedom Mean square 

Treatment 0.181 2 0.0905(MSB) 
Residual 3.06 147 0.0208(MSE) 
Total 3.24 149 0.0217(SSE) 
F(2, 147) 0.0905/0.0208 = 4.35 [p-value 0.0145]  

Table - 9 
ANOVA test results of Simulated Thermocouples for temperature 450 ◦C.  

TEMP-450 ◦C Sum of squares Degree of freedom Mean square 

Treatment 0.555 2 0.278 (MSB) 
Residual 3.53 147 0.0240 (MSE) 
Total 4.08 149 0.0274 (SSE) 
F(2, 147) 0.278/0.0240 = 11.6 [p-value 0]  

Table - 10 
ANOVA test results of Simulated Thermocouples for temperature 300 ◦C.  

TEMP-300 ◦C Sum of squares Degree of freedom Mean square 

Treatment 0.628 2 0.314 (MSB) 
Residual 0.159 147 0.00108 (MSE) 
Total 0.787 149 0.00528(SSE) 
F(2, 147) 0.314/0.00108 = 291 [p-value 0]  

Table - 11 
ANOVA test results of Simulated Thermocouples for temperature 150 ◦C.  

TEMP-150 ◦C Sum of squares Degree of freedom Mean square 

Treatment 0.259 2 0.130(MSB) 
Residual 0.0767 147 0.000522 (MSE) 
Total 0.336 149 0.00225 (SSE) 
F(2, 147) 0.130/0.000522 = 249 [p-value 0]  

Table - 12 
ANOVA test results of Simulated Thermocouples for temperature 50 ◦C.  

TEMP-50 ◦C Sum of squares Degree of freedom Mean square 

Treatment 0.0178 2 0.00890 (MSB) 
Residual 0.0726 147 0.000494 (MSE) 
Total 0.0904 149 0.000607(SSE) 
F(2, 147) 0.00890/0.000494 = 18.0[p-value 0]  
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temperature channel variances so that inadvertent safety initiation due 
to inherent uncertainties in temperature measurements is minimized. 
This compensation shall be applied subsequent to cross calibration and 

balancing the temperature measurements under process isothermal 
conditions as indicated in (Saha and Sridhar, 2012). 
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