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The purpose of this work is to create a gesture controlled dual 6 DOF robotic arm with rover, to perform
critical works like bomb, mine defusing and other operations where work like human nature are required.
The dual 6 DOF arm make 12 + the rover motion makes 4 = 16 operations can be controlled with the use
of single modified ps2 joystick, in which a 6 DOF arm and the rover of the robot can be operated simul-
taneously. MPU-9250 is mounted on the joystick to recognize the roll and pitch of the joystick along with
push button interaction.
� 2019 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the International Confer-
ence on Recent Trends in Nanomaterials for Energy, Environmental and Engineering Applications.
1. Introduction

There are many methods which are used to control robotic arm
by using different sensors, some of them are using Flex sensor [6],
Vision-based hand-gesture [3,4], Accelerometer-based control
[2,5] and using the leap motion controller [1,7]. From gone through
literature, mostly the researchers investigated about single robotic
arm and their controlling methods which are complex [8–18]. The
use of MPU along with modified ps-2 joystick button interaction
makes an efficient and simple controller which allows anyone to
operate the robotwithout givingany special training to theoperator.

The scope of this project work is to operate a fully functional 12
DOF dual robotic arm in a mobile platform with a modified right
hand operated joystick, which consist of single GY-9250 mounted
in it to detect the roll and pitch of joystick made by the operator.
In this project one of the two arms can be operated simultaneously
along with the mobile platform, which makes it a way easy to
operate in more critical areas. A secondary left arm joystick is used
to control the left arm separately, which gives the operator a full
control over the robot. By using left and right arm joystick both
together the operator can get full access over the robot (i.e. left
arm, right arm and the mobile platform) and control all the opera-
tion of the robot simultaneously. A single arm robot which per-
forms the same task requires more time to accomplish the work,
where dual armed robots with gesture recognition joystick can
efficiently use their two arms to accomplish the work with less
time consuming. The material used to build the arm is mild grade
aluminum, which makes the arm light in weight and also
inexpensive.

2. Related works

In the present world gesture control method for controlling
robotic arm are popular and robots with two arm with various
DOF are evolving. So the proposed robot is not a new one, but
the strategy used to control the 12 DOF robot with mobile platform
is different. Robotic arms are widely used in various fields such as
medical, defense, industries and research purpose. There are vari-
ous research and developments are going on to improvise the con-
trol method of robotic arms with less effort and complexity using
different sensors and technics. Few popular work in this field and
their demerit are discussed below.

2.1. LEAP motion controller [1,7]

LEAP motion controller uses two IR cameras and three IR LEDs
to detect the motion of hand, palm and fingers in three dimensions.
The two IR cameras captures images at maximum resolution of 200
frames per second. The detection range of LEAP motion controller
is limited to 2 feet’s above the device. The USB controller in the
device has its own local memory to store the sensor data to per-
form resolution adjustment if required. LEAP motion controller
are creating a new trend in VR gaming.
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The LEAP motion controller uses cameras to detect the opera-
tors had and hence requires its own space for the operator to per-
form gestures and for the device to recognize it. The device uses IR
led to track the hand, so a hand overlap or hand moved out of
detection area the device loses its track on hand.

2.2. Accelerometer-based control of an industrial robotic arm [2,5]

This work describes the use of accelerometer to control indus-
trial robots. The system consist of two wearable device consist of
accelerometer for both left and right arm of the operator. The right
arm accelerometer is used to control the robotic arm and the left
arm accelerometer is used to activate or deactivate the system.
The operator uses his both the hand to operate the robotic arm.
When the user uses his left arm and activate the system, the sys-
tem detects the gesture of operator’s right arm and compares it
with preprogrammed data and starts the motion of the arm.

The operator has to use his both hands to operate a single
robotic arm and the operator has to keep his left arm horizontally
oriented during the time of operation.

2.3. Real-time robotic hand control using hand gestures [3,4]

This work uses camera to get from live video of operators hand
and detects the gesture of operator’s hand by capturing and search-
ing 3 frame per second. The processes of this work starts from cap-
turing 3 frames per second, the normalizing and smoothening it.
Then the software scans for the gesture of operator, if it finds the
gesture, the software crops the gesture made by the user and com-
pares the gesture with its database, once it finds the matching ges-
ture from it database it executes the task which is assigned for the
gesture.

This work uses camera to detect the gesture of the operator,
thus it requires a sufficient lighting to capture the gesture made
by the operator.
Fig. 1. Block diagram of proposed mode.

Fig. 2. (a) Right arm joystick; (b
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3. Proposed model

3.1. System description

The proposed model consists of three individual sections
(Fig. 1). They are

� Joystick
� Hub
� Robot

The first section is the joystick section, which is used to operate
the robot remotely. A ps-2 joystick is modified according to the
project. A motion sensor MPU-9250 is mounted inside the joystick
to detect the roll and pitch of the joystick during the operation. The
processing IC for all the section is an ATMega328P. A 433 MHz
transmitter is used to transmit the data from the joystick to the
hub. The hub is the second section which used to increase the
range of operation of robot in open space. The hub section consists
of 433 MHz receiver which receives the data from the hub, which is
then transmitted through the 2.4 GHz NRF24L01 transceiver to the
robot. The 2.4 GHz NRF24L01 transceiver in the hub is used to
extend the range of operation of the robot up to 1 km. The third
section is the robot, which is operated remotely. The robot receives
the data from the hub through the 2.4 GHz NRF24L01 transceiver
and processes it with the ATMega328p microcontroller. The pro-
cessed data is the sent to the 16 channel 12-bit servo controller
to control the arm servos and lm293d motor controller to control
the direction of the robot (Fig. 2).

3.2. Block diagram

The joystick section consists of modified PS-2 joystick with GY-
9250 MPU for detecting the roll and pitch of the joystick made by
the operator. The ATMega328P detects the input of the operator by
using the pushbuttons along with the roll and pitch of the joystick
and transmits it to the hub through the 433 MHz transmitter (Fig. 3).

The hub section consists of 433 MHz receiver to receive the data
from the joystick and transmits it through the 2.4 GHz NRF24L01
transceiver for the extended range of communication. By adding
a secondary hub the range of range of operation of the robot can
be extended (Fig. 4).

The robot section consist of 2.4 GHz NRF24L01 transceiver to
receive the data from the hub. The ATMega328P microcontroller
controls the servo controller which is responsible for controlling
the arm servo and lm293d IC which controls the motion of the
robot (Fig. 5).

3.3. Methodology

The primary controller is designed for right hand operation
which makes it easy to operate, as humans are naturally adapted
) Hub; (c) Dual arm rover.
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Fig. 3. Block diagram of joystick.

Fig. 4. Block diagram of hub.

Fig. 5. Block diagram of robot.

Fig. 6. 2D image of 6 DOF arm used in robot.

Fig. 7. Controller keys explanations.
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to work with right hand expect some people. The joystick has three
modes. They are

� Arm-1 mode (right arm mode)
� Arm-2 mode (left arm mode)
� Driving mode

The default mode of the joystick is Arm-1 mode, which is right
arm mode. The normal roll and pitch of the joystick controls the
two servos of the 6 DOF arm. The roll and pitch along with the
press of R1 button of joystick will control the other two motion
of the 6 DOF arm and the R2 button combined with roll and pitch
of the joystick will controls the 5 servo and the gripper of the robot.
The ‘‘h” button in the controller is used to shift the controller to
left arm mode. All the operation are same as the right arm mode,
instead of controlling the right arm the controller will now control
Please cite this article as: P. Prakash, C. Dhanasekaran, K. Surya et al., Gesture co
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the left arm. The ‘‘O” button is used to shift back to the right arm
mode. The ‘‘4” button is used to reset the position of the arm,
which sets every servos in both right and left arm to 90� angle.
The ‘‘X” button in the controller is used to turn ‘‘OFF” and ‘‘ON”
the controller. The analog stick in the controller is used to control
the direction of the robot. The arm of the rover can be controller
simultaneously along with the motion platform of the robot, which
means the robots one arm can be controlled while driving the
mobile platform of the robot.

A secondary left arm joystick is used to control the left arm indi-
vidually, which make it possible to operate the two 6 DOF arm and
the mobile platform of the robot can be operated at the same time
continuously. All the operations of the robot can be controlled easily
without stopping or disturbing the other operation of the robot.

4. Operation strategy

4.1. Arm control

The project described in this project has two arm, each has 6
DOF. Each servo motion is limited to minimum range of 0� to max-
imum range of 180�, which can be extended further if required. The
initial position of each servos in the arm is set to 0�. The increment
and decrement value of servos is set by i++; and i��; in the code.
As long as the operator holds the controller in increment position
the angle of the servo increases with a predefined delay and vice
versa for the decrement value. The delay can also be customized
according to the skill of operator (Fig. 6).

� The servo used for the 1st axis is SR-6120MG
� The servo used for 2nd, 3rd and 4th axis is MG996R
� The servo used for 5th axis and the gripper is SG90 9g micro
servo

4.2. Controller operation

The robot has 6 DOF dual arm in which each servos has its own
degrees of freedom. The microcontroller in the rover receives the
data from the modified PS-2 joystick (controller). The controller
uses the MPU GY-9250 to detect the roll, pitch and button interface
of the joystick made by the operator and compares it with per
defined data then transmits the matching data to the robot via
hub (Fig. 7).
ntrolled dual six axis robotic arms with rover using MPU, Materials Today:
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4.3. Control strategy of right arm

The fig below shows gestures used to operate the robot is
experimentally demonstrated below.
Fig. 8. Gesture – 1 stable. N

Fig. 9. Gesture – 2 moves t

Fig. 10. Gesture – 3 moves the 2n

Fig. 11. Gesture – 4 moves the 1st se

Please cite this article as: P. Prakash, C. Dhanasekaran, K. Surya et al., Gesture co
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4.3.1. Gestures to control 1st and 2nd axis of the right arm
(Figs. 8–12).
o motions in the arm.

he 2nd servo forward.

d servo in reverse direction.

rvo in anti-clock wise direction.
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Fig. 12. Gesture – 5 moves the 1st servo in clock wise direction.
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4.3.2. Gestures combined with R1 and R2 button
The R1 and R2 keys are shown below (Fig. 13)
Gesture -6: gesture – 2 accompanied with the R1 button of the

joystick actuates the 3rd axis of the servo (Fig. 14)
Gesture -7: gesture – 3 accompanied with the R1 button of the

joystick actuates the 3rd axis of the servo (Fig. 15)
Fig. 13. The above image shows the R1 and R2 button of the joystick.

Fig. 14. Gesture 6 rotates the 3rd axi

Fig. 15. Gesture 7 rotates the 3rd ax
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Gesture -8: gesture – 4 accompanied with the R1 button of the
joystick actuates the 5th axis of the servo (Fig. 16)

Gesture -9: gesture – 5 accompanied with the R1 button of the
joystick actuates the 5th axis of the servo (Fig. 17)

Gesture -10: gesture – 2 accompanied with the R2 button of the
joystick actuates the 4th axis of the servo (Fig. 18)

Gesture -11: gesture – 3 accompanied with the R2 button of the
joystick actuates the 4th axis of the servo (Fig. 19)

Gesture -12: gesture – 4 accompanied with the R2 button of the
joystick closes the gripper (Fig. 20)

Gesture -13: gesture – 5 accompanied with the R2 button of the
joystick opens the gripper (Fig. 21).
4.4. Control strategy of left arm

The ‘‘h” button is used to shift the controller to left arm mode
and the ‘‘O” button is used to shift back to the right arm controlling
mode (Fig. 22). All the gestures are same for both arm controlling.
A secondary left arm joystick can also use to control the left arm
individually.
s servo in down wards direction.

is servo in up wards direction.
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Fig. 16. Gesture – 8 moves the 5th axis servo in anti-clock wise direction.

Fig. 17. Gesture – 9 moves the 5th axis servo in anti-clock wise direction.

Fig. 18. Gesture 10 rotates the 4th axis servo in down wards direction.

Fig. 19. Gesture 11 rotates the 4th axis servo in up wards direction.
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Fig. 20. Gesture 12 closes the gripper.

Fig. 21. Gesture 13 opens the gripper.

Fig. 22. Left and right arm mode shifting.

Fig. 24. Right Arm mode.

Fig. 25. Driving mode.

Fig. 26. Left Arm mode.
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4.5. Driving mode strategy

The analog stick in the joystick is used to control the mobile
platform of the robot along with the arm. Both the arm and the
mobile platform can be controlled at the same time. The analog
stick have a middle button on it centre, which is used to shift the
joystick mode to motion controlled driving mode.

In motion controlled driving mode the gesture 2, 3, 4 and 5 are
used to control the direction of the mobile platform. The gesture 2
makes the mobile platform to move in forward direction, the ges-
ture 3 makes the mobile platform to move in backward direction,
gesture 4 makes it turn along left and gesture 5 make it turn along
the right direction.
4.6. Visual identification of modes

The three modes i.e. the power OFF mode, Arm -1 mode (right
arm mode), Arm -2 mode (left arm mode) and the driving mode
can be identified visually with the help of two indicator led in
the joystick (Figs. 23–26).
Fig. 23. Power OFF mode.
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5. Proposed algorithm

The total algorithm involved in this work is divided into three
sections. They are

� Hub
� Joystick
� Robot

5.1. Hub algorithm

Fig. 27.

5.2. Joystick algorithm

Fig. 28.

5.3. Robot algorithm

Fig. 29.

6. Results

While other works are trying to operate 3 axis robotic arms
with more than one MPU [2,5], this work makes it possible to oper-
ate a fully functional 6 DOF robotic arm with single MPU. The pri-
mary controller of this joystick is designed for right hand use, so it
can be operated easily. Hence the controller is hand operated; the
environment around the operator doesn’t affect the operation of
the robot by the user. The other work related to the project dis-
cussed above uses cameras [1,3,4] and more than one hand use,
which make it more difficult to operate it in different environment.
The controller described in this work uses one hand control
method (the operator can controller both arms using right con-
troller by shifting modes or he/she can use a left controller to oper-
ate the two arms individually) which make the operator to easily
operate the robot under any conditions.
ntrolled dual six axis robotic arms with rover using MPU, Materials Today:

https://doi.org/10.1016/j.matpr.2019.06.702


Fig. 27. Joystick algorithm.
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The developed robot described in this project with primary joy-
stick (i.e. right hand joystick) is tested with 10 peoples, in which 8
of them easily adapted to the system within few minutes, 2 people
take some time to remember the control strategy of the robot
(Fig. 30).

The developed robot described in this project with both primary
and secondary joystick (i.e. both left and right hand controllers) is
Please cite this article as: P. Prakash, C. Dhanasekaran, K. Surya et al., Gesture co
Proceedings, https://doi.org/10.1016/j.matpr.2019.06.702
tested with another set 10 peoples, in which 9 of them learnt the
control strategy easily and felt easy to take over all the operations
of the robot. The one person took few minutes to understand the
control strategy (Fig. 31).

With the dual arms controlled individually while operating the
mobile platform, this robot can be used to perform defence opera-
tions in critical areas. The control strategy is simple and the con-
ntrolled dual six axis robotic arms with rover using MPU, Materials Today:
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Fig. 28. Hub algorithm.

Fig. 29. Robot algorithm.
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Fig. 30. Right joystick tested with 10 peoples.
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Fig. 31. Right and left joystick tested with 10 peoples.

P. Prakash et al. /Materials Today: Proceedings xxx (xxxx) xxx 9
troller is small in size, which makes it possible to carry around and
operate the robot in any area.
Please cite this article as: P. Prakash, C. Dhanasekaran, K. Surya et al., Gesture co
Proceedings, https://doi.org/10.1016/j.matpr.2019.06.702
7. Conclusion

The work described in this paper is developed and tested with
two sets of peoples, in which each set has 10 numbers of peoples.
The conclusion of the test results shows that most of the people
undergone test can easily understand the controller strategy and
operate the robot successfully. The results prove that, there are
no special skills or trainings are required to operate the described
robot. The controller is completely depend on operators hand ges-
tures which concludes the factor the operation of the robot cannot
be affected by the operator environment. The robot has two inde-
pendent 6 DOF arms which replicate the human arm; hence the
use of both primary and secondary controller can perform well.
The range of operation of the robot can be further extended by add-
ing a secondary hub. The robot will place and activates the sec-
ondary hub at the end of the primary hubs receiving range, so
that the secondary hub can receive the data from the primary
hub and transmit it to the robot.

The developed model propped in this paper can be used for mil-
itary purpose such as bombs and mine defusing, spying and other
repair works in critical areas. It can also be used for space, medical
field and research areas. The two motion controlled arms in the
rover makes it act efficient in any working condition. The joystick
uses motion capture device to detect the hand motion, hence the
environment around the operator can’t affect the operation of
the robot. The range of operation of the developed model is 1 km
in open space. Wireless cameras can be used to get live feedback
from the robot to accomplish long distance operations. FPV camera
with 5.8 GHz, 40 channel video transmitter can be used to transmit
video up to 1.5 mile (2.4 km).
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