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REGARDS,

Dr. Natarajan G
CHAIRMAN

MESSAGE

I am pleased to share that all departments have come
together to organize the “National Conference on Recent
Trends in Engineering and Technology (NCRTET'25)”
and have successfully published its proceedings. This
collaborative effort highlights the dedication, hard
work, and enthusiasm of our faculty and students. Such
initiatives not only foster academic excellence but also
encourage innovation and research across disciplines. I
extend my heartfelt gratitude to all Heads of
Departments and staff members for their unwavering
support. A special note of appreciation to the Editorial
Board for their valuable contributions in making this

conference a grand success. Congratulations to all!



REGARDS,

Mrs. Brindha Natarajan
CHAIRPERSON

MESSAGE

I am glad to have the opportunity to congratulate the
faculty and students of all the departments who have
shown remarkable interest and shared their valuable
knowledge in creating the “National Conference on
Recent Trends in Engineering and Technology
(NCRTET'25)”. Their enthusiasm, dedication, and
boundless energy have played a vital role in the success
of this conference. I am confident that their hard work,
detailed planning, and sincere execution will yield
immensely rewarding outcomes. My best wishes to all
committee members and participants of NCRTET'25. I
deeply appreciate the committed efforts of our faculty

and students who made this possible.



REGARDS,

Mr. Viswanathan N
VICE-CHAIRMAN

MESSAGE

It gives me immense pleasure to witness the successful
organization of the “National Conference on Recent
Trends in Engineering and Technology (NCRTET'25)” by
Gojan School of Business and Technology. Such events
reflect our institution's strong commitment to fostering
academic excellence and encouraging a research-driven
mindset among both students and faculty. At Gojan, we
believe true learning happens when knowledge meets
application. Our college promotes innovation, practical
exposure, and collaborative growth. This conference
enables participants to explore emerging trends, share
research, and engage with new technologies. 1
congratulate the organizing team and contributors for
their dedication. Wishing you all success at NCRTET'2S.



REGARDS,

Dr. Selvakumar C
PRINCIPAL

MESSAGE

On behalf of Gojan School of Business and Technology, I
warmly welcome all delegates, faculty members, research
scholars, and student participants to the “National
Conference on Recent Trends in Engineering and
Technology (NCRTET'25)”. At GSBT, we are committed
to academic excellence and a vibrant learning
environment that fosters exploration, innovation, and
collaboration. This conference reflects our dedication to
research and knowledge sharing. As technology rapidly
evolves, our management takes proactive steps to align
with emerging trends. NCRTET'25 is a platform for
exchanging ideas and showcasing innovations. We thank
our management, faculty, organizing team, and students

for their unwavering efforts and support.



REGARDS,
Dr. Arunsankar G

VICE PRESIDENT
ACADEMIC AFFAIRS

MESSAGE

I take great pride i1n stating that our college 1is
organizing the “National Conference on Recent Trends in
Engineering and Technology (NCRTET'25)”. The
primary goal of this conference is to bring together
students, researchers, and academicians to exchange
innovative ideas, particularly those aligned with
emerging trends and technological advancements. In
today’s rapidly evolving world, where engineering and
technology job opportunities are vast, platforms like
NCRTET’25 are crucial for enhancing skill sets.
Participation 1n such events sharpens technical
knowledge, critical thinking, and research capabilities
essential traits for thriving in the modern engineering
landscape. We believe NCRTET'25 will foster

collaboration, learning, and professional growth.



REGARDS,

Mr. Ramadhurai R
VICE PRESIDENT
STUDENT AFFAIRS

MESSAGE

Our institution has always embraced a mission to

achieve the impossible, and with the dynamic team at
Gojan, failure 1s never an option. The central theme of
NCRTET'25 focuses on interdisciplinary challenges,
requiring diverse academic perspectives and innovative
solutions. I firmly believe this multidisciplinary
conference  will provide  participants with a
transformative experience, expanding their knowledge
and broadening perspectives to tackle complex societal
issues. This year, we are proud to have received a
remarkable number of high-quality papers from reputed
institutions, reflecting the growing interest in this
conference. I sincerely thank our Management and
Principal for their unwavering support. Let this platform

inspire innovation and collaboration.



REGARDS,
Dr. Nafeez Ahmed L

CONFERENCE CHAIR
DIRECTOR - R&D

MESSAGE

Engineering technologies are crucial in driving modern

innovations, accelerating progress in applied sciences
and automation. Their continuous evolution 1s reshaping
lifestyles, offering cutting-edge solutions across various
sectors, and promoting a more efficient, sustainable
global ecosystem. NCRTET'25 has been meticulously
designed as a platform for students, researchers,
academicians, and industry professionals to exchange
technical insights, research findings, and collaborative
approaches across engineering disciplines. I sincerely
thank our Honorable Chairman, Dr. G. Natarajan, and
Respected Chairperson, Mrs. Brindha Natarajan, for
their visionary leadership and guidance in realizing this
conference. Thank you all for your engagement and
contributions, making NCRTET'25 a transformative

academic milestone.



ASSOCIATE
PARTNER

y 'eCh
< > Virtual Intelligence and Programming Services

We are proud to be associated as an Associate Partner for the
“National Conference on Recent Trends in Engineering &
Technology (NCRTET’25)”, organized by Gojan School of
Business and Technology. This collaboration highlights our
shared vision to advance knowledge, foster research, and

drive innovation across various disciplines.

As a technology-driven organization, we contribute our
expertise in Al & ML, Web and App Development, Business
Application Development (ODOOQO), UI/UX Design, API &
Cloud Technologies, and Research & Publication Support. Our
offerings include hands-on workshops, bootcamps, real-world
projects, and guidance in technical writing, all tailored to

bridge academic learning with industry needs.

Our involvement in NCRTET’2S underscores our commitment
to empowering future innovators and strengthening academia-

industry ties.

This partnership is guided by our leadership:
Mr. Dev Anand. D — Cheif Editorial Advisor
Mr. Lokesh. K — Executive Coordinator

Ms. Snehavarshini. S — Senior Content Curator
Ms. Kaviya. M — Lead Tech Narrator
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GENERAL INFORMATION

Conference Venue

Invited Sessions
Opening Ceremony
Keynote Sessions

Oral Presentation Sessions

Lunch

Conference Contact

Gojan  School of Business and
Technology,
80 Feet Road, Edapalayam, Alamathi
Via, Redhills, Chennai — 600052, Tamil
Nadu, India.

MNB Auditorium
MNB Auditorium
MNB Auditorium

Track 1 — MNB Auditorium
Track 2 — B.ED Seminar Hall
Track 3 — G8 Hall

General Mess Hall

NCRTET’25 Conference Chair
Gojan  School of Business and
Technology,
80 Feet Road, Edapalayam, Alamathi
Via, Redhills, Chennai — 600052, Tamil
Nadu, India.
Phone: +91 98843 34743,

+91 79044 57489,
Email: ncrtet25@gsbt.edu.in


mailto:ncrtet25@gsbt.edu.in

SESSION INFORMATION

All Chairpersons and Speakers are requested to be in their respective session rooms at least 10
minutes prior to the commencement of each session.

Regular Paper

Presentation Papers are allocated approximately 10 minutes for presentation, with an additional 4-
6 minutes for questions and answers following each talk. Session Chairs will introduce the
speakers and will moderate the discussion.

General Information

Each presentation room will be equipped with a laptop/desktop computer and a projector for
PowerPoint presentations. The available software may also allow other types of presentations, such
as embedded videos.

MS - Windows XP Professional MS - Office 2016,
Windows Media Player Adobe Reader,
Laptops will have a USB port accepting USB memory devices.

Presenters who wish to run specialized software need to bring their own laptop. Prior to their
session, they should inform the session chair and test that their computer works with the projector
in the room.
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DETAILED PROGRAM SCHEDULE

National Conference on Recent Trends in Engineering & Technology
(NCRTET’25) on 25" — 26" April 2025

Day 1 : 25" April 2025 (Online).

Timings Session

09:00 AM - 09:30 AM Welcome Address

09:30 AM —10:00 AM Keynote Speech

10:00 AM - 01:00 PM Technical Session 1

01:00 PM - 01:30 PM Lunch Break

01:30 PM — 04:00 PM Technical Session 2

04:00 PM — 04:30 PM Vote of Thanks & Closing Remarks

Mr. Shubham Malhotra

Software Engineer at Amazon AWS,
New York City Metropolitan Area, USA.
shubham.malhotra28@gmail.com

VII
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Day 2 : 26" April 2025 (Offline).

Timings

08:30 AM - 09:30 AM
09:30 AM — 09:40 AM
09:40 AM — 09:50 AM
09:50 AM —10:00 AM
10:00 AM - 10:10 AM
10:10 AM - 10:20 AM
10:20 AM —10:30 AM
10:30 AM —11:00 AM
11:00 AM - 01:15 PM
01:15 PM - 02:00 PM
02:00 PM — 02:45 PM
02:45 PM - 03:00 PM

03:00 PM - 03:15 PM

Session

Registration

Prayer Song

Invocation & Lighting of the Lamp

Welcome Address

Inaugural Address

Felicitation Address

Chief Guest Address

Souvenir Release & Photo Session

Technical Session 1

Lunch Break

Technical Session 2

Valedictory Function

Vote of Thanks

Dr C. Sheela Sasikumar

Managing Partner SS Clini Research LLP,
Director Research & Education Dr. RK's,
Clinical Research & Educational Consultant,
Startup TN Mentor, Adjunct Faculty Saveetha
Medical College, Public Speaker & Motivator,

Chennai, Tamil Nadu, India.
sscliniresearch@sshealthcareedu.com
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A Deep Learning Ensemble with Data Resampling for Credit
Card Fraud Detection
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Abstract

Credit cards make online transactions quick and easy, but their growing use has also led to a
rise in fraud. Credit card fraud causes major financial losses for both users and companies.
This study focuses on detecting such fraud using advanced deep learning techniques.
Challenges like imbalanced data, changing fraud patterns, and false alarms make detection
difficult. While many machine learning methods—Ilike Decision Trees, Random Forests,
SVM, and XGBoost have been used in the past, their accuracy is often not high enough. To
improve results, this research applies and compares deep learning models, especially
Convolutional Neural Networks (CNNs), to a well-known European credit card dataset. First,
traditional machine learning models were tested, which showed some improvement in
accuracy. Then, three CNN-based models were applied, and adding more layers further
improved performance. A detailed analysis was done by adjusting hidden layers, training time
(epochs), and using recent deep learning methods. The best model achieved impressive
results: 99.9% accuracy, 85.71% F1-score, 93% precision, and 98% AUC. These results
outperformed existing techniques. Additional experiments using balanced data helped reduce
false negatives. Overall, the proposed deep learning approach shows strong potential for real-
world credit card fraud detection, offering better accuracy and reliability than traditional
methods.
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Abstract

Skin cancer is one of the most common and dangerous diseases affecting people around the
world. The three major types Melanoma, Basal Cell Carcinoma, and Squamous Cell
Carcinoma can be life-threatening if not detected early. While early diagnosis greatly
improves treatment outcomes, most current systems focus only on identifying Melanoma and
often ignore other types. These systems also tend to give simple yes-or-no results, which can
create confusion when more than one type of cancer is present. To overcome these issues, this
project introduces an intelligent system that uses dermoscopic images and deep learning to
detect all three major types of skin cancer. By using a multi-class classification model based
on Convolutional Neural Networks (CNNs), the system can predict the likelihood of each
cancer type in a single image. The result is a user-friendly tool that not only makes accurate
predictions but also provides a clear probability breakdown, helping doctors and patients make
better, more informed decisions. This approach brings a much-needed improvement in how
skin cancer is diagnosed using modern Al technology.
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Abstract

Pneumonia is a serious lung infection that significantly impacts global health, particularly
among young children and elderly individuals. It is caused by infections that affect the lungs,
leading to symptoms such as coughing, fever, difficulty breathing, fatigue, and chest pain.
Early and accurate detection of pneumonia is critical for timely medical intervention.
Currently, chest X-ray datasets are widely used with advanced feature extraction techniques
for detecting pneumonia. Despite employing multiple methods, such as DenseNet and
Xception models with dual attention mechanisms, distinguishing affected and unaffected lung
regions with high accuracy remains challenging. Existing methods often face limitations in
computational efficiency and interpretability, making their real-world application difficult. To
address these limitations, the proposed system integrates VGG19 and EfficientNetBO
architectures with a spatial attention mechanism for enhanced pneumonia detection. The
spatial attention mechanism emphasizes critical regions in the chest X ray. While VGG19
ensures robust feature extraction, EfficientNetBO enhances computational efficiency. The
model is trained on a publicly available dataset and achieves high classification accuracy by
distinguishing normal and pneumonia-affected images. The proposed method achieved an
accuracy of 95.8%, sensitivity of 97%, and specificity of 94%, outperforming traditional
techniques and existing methods.

References:

1. M.S. Alam, D. Wang, A. Sowmya, Sci. Rep., vol. 14, (2024), DLA-Net: Dual Lesion

Attention Network for Classification of Pneumoconiosis Using Chest X-Ray Images.

R. Patel, GitHub Repository, vol. 1, (2024), Pneumonia Detection Using Deep Learning.

3. A Krizhevsky, I. Sutskever, G. E. Hinton, Commun. ACM, vol. 60, (2017), ImageNet
Classification with Deep Convolutional Neural Networks.

4. D. Rajpurkar, J. Irvin, K. Zhu, M. Yang, IEEE Trans. Med. Imaging, vol. 38, (2019),
CheXNet: Radiologist-Level Pneumonia Detection on Chest X-Rays with Deep Learning.

5. S.Bar, R. Thakur, S. Saini, Comput. Biol. Med., vol. 140, (2021), Improved Detection of
Pneumonia using Convolutional Neural Networks and Transfer Learning.

N



Ancient Tamil Script Prediction Using Deep Learning
Abdulla M!, Ranaganathan R, Madeshwaran®
UG Scholar?

1 Sree Muthukumara Swamy College, Chennai, Tamil Nadu, India.

Abstract

The preservation and understanding of ancient Tamil scripts play a crucial role in uncovering
the rich cultural and historical heritage of Tamil civilization. However, many of these
inscriptions are degraded or incomplete due to the passage of time, posing significant
challenges to historians and linguists. This project presents a deep learning-based approach
for predicting and reconstructing ancient Tamil scripts from partial or damaged inscriptions.
Leveraging convolutional neural networks (CNNs) and recurrent neural networks (RNNSs),
the model is trained on digitized epigraphical datasets containing various ancient Tamil
characters and scripts. The system is designed to recognize, classify, and complete characters
by learning patterns and contextual relationships within the script. The proposed method
demonstrates promising results in restoring missing parts of inscriptions, offering a powerful
tool for digital epigraphy, linguistic research, and cultural preservation. This research not only
aids in script decipherment but also serves as a foundation for creating intelligent systems for
historical document analysis in South Indian languages.
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Abstract

Urban drainage systems face critical challenges such as water overflow, toxic gas
accumulation, and fire hazards, posing serious risks to manual scavengers and the
environment. To address these issues, this study proposes an loT-Based Smart Drainage and
Health Monitoring System that enhances safety and efficiency through real-time sensing and
automation. The system employs ultrasonic sensors to monitor water levels and automatically
activate a solenoid valve to release excess water, preventing overflow and blockages. Gas
sensors detect hazardous gases like methane and carbon monoxide, reducing exposure risks.
Temperature and flame sensors add an extra safety layer by identifying abnormal heat and
potential fire threats. Collected data is wirelessly transmitted to a cloud-based IoT platform
for continuous monitoring and real-time analysis. A mobile application delivers instant alerts
and updates to authorities and workers, enabling prompt responses to anomalies. Historical
data is used for predictive analytics to foresee risks and improve future system performance.
By automating critical operations and reducing manual intervention, the system minimizes
health hazards for workers and prevents environmental damage. Manual scavengers benefit
from enhanced safety, while the system ensures proactive drainage management and improved
operational reliability. This loT-enabled solution represents a significant advancement in
urban infrastructure, promoting safer working conditions, environmental protection, and
public health in densely populated urban areas.
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Abstract

In today's digital world, spam messages and emails pose a serious threat to both personal and
organizational data security. To address this issue in a cost-effective and scalable way, this
project proposes the development of a real-time Spam SMS and Email Detection System using
Streamlit, a Python-based web framework. The model leverages Natural Language Processing
(NLP) techniques and machine learning algorithms to classify incoming texts as spam or
legitimate. Once the prediction is made, the results—along with the message content and
timestamp—are automatically logged into Google Sheets via the Google Sheets API, offering
a low-cost, cloud-based data storage solution. This approach provides an easy-to-use interface
for users, supports real-time detection, and ensures persistent storage for further analysis and
monitoring without the need for expensive infrastructure. The system is lightweight, efficient,
and ideal for small-scale businesses or personal use seeking effective spam filtering on a
budget.
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Abstract

In recent years, the number of credit card defaulters has increased significantly, prompting
financial institutions to adopt stricter measures when approving credit applications.
Traditionally, decisions were made based on predefined criteria and expert judgment.
However, with advancements in technology, machine learning (ML) techniques are being
increasingly used to enhance the accuracy and efficiency of credit card approval processes.
This thesis aims to compare the performance of several classification algorithms—Logistic
Regression, Random Forest, and Support Vector Classifier (SVC)—against an ensemble
learning method using the Bagging technique for predicting credit card approvals. The study
utilizes a publicly available dataset from Kaggle containing credit card application
information. A general experimentation method is followed, wherein the selected ML models
are trained on training data, validated on validation data, and tested on unseen data. Key
evaluation metrics include accuracy, precision, recall, F1-score, and the ROC curve. The
Bagging technique is applied to combine the predictions of individual classifiers using
majority voting, forming an ensemble model. The ensemble model’s performance is then
compared with the individual classifiers to identify the most accurate technique. Results from
this study are expected to demonstrate the effectiveness of ensemble methods in improving
prediction accuracy and supporting more informed decision-making in credit card approval
systems.
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Abstract

Diabetic Retinopathy (DR) is a serious eye condition that can cause permanent vision loss if
not detected early. It primarily affects people with diabetes and gradually damages the retina.
Traditional methods of diagnosing DR, where doctors manually examine retinal images, can
be time-consuming and prone to inaccuracies. This project aims to address these issues by
using deep learning techniques to make the detection process faster, easier, and more precise.
The project employs a Convolutional Neural Network (CNN) model to analyze and classify
retinal images into five stages of Diabetic Retinopathy: No DR, Mild, Moderate, Severe, and
Proliferative DR. The model was trained on a carefully processed dataset and achieved an
impressive accuracy rate of 99.32%, highlighting its strong performance. To compare its
effectiveness, the project also used a Multi-Layer Perceptron (MLP) model, which achieved
a lower accuracy of 78.84%. This demonstrates that the CNN model is far more efficient in
detecting and classifying the stages of DR. This system helps reduce the manual effort
required by doctors and provides them with quick and accurate predictions, enabling earlier
detection and timely treatment for patients. The project underscores the potential of deep
learning in healthcare, showing how it can enhance medical image analysis and contribute to
better decision-making and patient care.
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Abstract

In the competitive banking industry, creating a customer-centric banking product is pivotal to
gaining customer loyalty and trust. This approach focuses on delivering personalized
experiences based on individual customer needs rather than offering standardized products.
By using data insights, banks can proactively address customer pain points and provide
solutions that align with their financial goals, behaviors, and lifestyles. Customer-centric
banking products emphasize seamless, intuitive, and transparent experiences, enabling
customers to manage their finances more efficiently. Unlike traditional banking models,
which often prioritize the bank's operational needs, this model centers on understanding
customer preferences and crafting products that foster deeper relationships and satisfaction.
By leveraging technology and data analytics, banks can design innovative products that not
only meet customer expectations but also anticipate future needs. Ultimately, such products
enhance customer loyalty, trust, and satisfaction, leading to long-term success in the banking
sector.

Fig: Customer-Centric Banking
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Abstract

The detection of flying unmanned aerial vehicles (UAVS) or drones within a specific airspace.
This technology has become increasingly important in recent years due to the growing
popularity and safety use of drones for military purposes. In image processing, it is essential
to detect and track air targets, especially UAVs. In the field of diagnosis and classification of
objects, there are always many problems that prevent the development of rapid and significant
progress in this area. The advanced classification methods such as convolutional neural
networks and support vector machines have been developed. The drone was detected using
three methods of classification of convolutional neural network (CNN), support vector
machine (SVM), and nearest neighbor. The outcomes show that CNN,SVM, and nearest
neighbor have total accuracy of 95%, 88%,and 80%, respectively. Compared with other
classifiers with the same experimental conditions, the accuracy of the convolutional neural
network classifier is satisfactory.

Fig: Final Result
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Abstract

Underwater imaging faces persistent challenges due to the way light is absorbed, scattered,
and altered in color beneath the surface, which severely reduces visibility and conceals critical
details, especially in marine research, underwater robotics, and environmental monitoring.
While existing enhancement methods such as basic filtering and heavy deep-learning models
offer some improvement, they often suffer from high computational demands and limited
adaptability to diverse underwater conditions. To overcome these drawbacks, we propose a
lightweight framework that combines an LU2Net-inspired design for efficient feature
extraction with an advanced Denoising Diffusion Probabilistic Model (DDPM) that leverages
a cosine beta scheduler for stable denoising and enhanced image restoration. Preprocessing
techniques, including gamma correction, histogram equalization, white balancing, and edge
sharpening, further refine image quality. Evaluated using PSNR and SSIM, our approach
shows a 12-15% improvement over conventional methods in both clarity and color fidelity.
Designed for real-time use, especially in autonomous underwater vehicles and continuous
marine observation, the proposed framework offers a scalable, low-power solution that
delivers sharp, accurate underwater visuals even in the most challenging environments.
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Abstract

Text can often fall into more than one category—Ilike a news story that touches on politics and
the economy, or a social post with mixed emotions. Older models such as SVMs, CNNs, or
LSTMs usually depend on fixed word features like Word2Vec or TF-IDF. These methods can
work when there’s plenty of labeled data, but they often miss deeper meanings or connections
between labels, especially when examples are limited. To improve on this, our approach uses
RoBERTa—a transformer-based model known for picking up on subtle context in text. The
method introduces prompt-based, label-aware mechanisms that align input text with label
semantics, allowing the model to perform well even in few-shot learning conditions. It also
addresses class imbalance using a tailored loss function. Evaluations on a multi-label news
dataset show that the proposed model outperforms traditional approaches, improving F1 score
by approximately 12% and boosting both precision and recall. The system’s adaptability to
limited data and improved accuracy make it a strong candidate for real-world deployments in
domains requiring efficient and accurate multi-label classification.
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Abstract

The Automated Question Builder embodies the future of adaptive learning by providing an
efficient, accessible, and user-friendly solution for educational content creation. It bridges the
gap between traditional methods of question generation and the evolving demands of modern
e-learning platforms. By harnessing the power of OpenAl’s advanced language models, the
application ensures that the questions generated are not only contextually accurate but also
aligned with diverse learning objectives. This makes the tool very versatile, because it allows
the users to adjust the difficulty level and depth of questions so that it suits any age group,
academic discipline, or professional training program. Maintaining data privacy and security
iIs among the best aspects of the Automated Question Builder. Strictly adhering to data
protection guidelines, all uploaded PDFs and generated content are handled discreetly in a
manner where sensitive information would be kept absolutely safe. The Flask backend is built
in such a robust and scalable structure that it may easily handle bulk volumes of data and still
guarantee an effortless user experience. Besides this, its integration with vector indexing in
the backend allows for quick retrieval with efficiency, enabling users to find specific topics
or sections in their documents. The application further boasts the emphasis of interactivity,
supported by a high-end design from Reacts component- based architecture to Tailwind CSS
for responsive and visually appealing Ul. This, in turn, contributes to an immersive experience
with the animation and transitions providing a seamless interaction; thus, one is prompted to
spend more time on the site. A feature to preview a real- time question means that one sees
their content, giving immediate feedback and fostering creativity.
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Abstract

In this project, we aim to develop an advanced voter authentication and tracking system that
leverages biometric technology for secure and efficient electoral processes. The system
integrates a fingerprint scanner with a robust database to store and manage voter details,
ensuring data integrity and security. When a voter places their finger on the scanner, the
system matches the fingerprint against the database to verify identity. Upon successful
authentication, the voter’s status is updated to “Voted”. The system also includes safeguards
to prevent duplicate voting attempts, triggering a warning if a fingerprint is scanned more than
once. Additionally, a web- based interface is provided for real-time monitoring and
management of voter data, displaying information such as the number of male and female
voters, those who have voted, and those yet to vote. This solution minimizes human
intervention, enhances security against voter fraud, and provides a transparent and user-
friendly mechanism for election management. The project is built using modern technologies,
including biometric SDKSs, web technologies, and a PostgreSQL database, to create a scalable
and reliable system.

References:

1. Sayali Sable, J. Appl. Cybersecurity, vol. 4, (2024), A Secured Online Voting System
Using Visual Cryptography and Validation.

2. Inderpreet Singh, J. Appl. Blockchain, vol. 12, (2024), Enhancing Security and
Transparency in Online Voting through Blockchain Decentralization.

3. J. Deepika, S. Kalaiselvi, S. Mahalakshmi, S. Agnes Shifani, J. Appl. Biometric, vol. 3,
(2017), Smart Electronic Voting System Based on Biometric Identification-Survey.

4. A. K. Tyagi, T. F. Fernandez, S. U. Aswathy, J. Appl. Decentralized Systems, vol. 4,
(2020), Blockchain and Aadhaar Based Electronic Voting System.

5. R. Rezwan, H. Ahmed, M. R. N. Biplob, S. M. Shuvo, M. A. Rahman, J. Appl. Secure
Embedded Systems, vol. 9, (2022), Biometrically Secured Electronic Machine Using
Biometric Authentication.

14



Eye Pattern Estimation for Signal Integrity Analysis in EV PCB
Designs

Adhithyan G, Anguraj Karthick V!, Gajendran P!, Gopinath K, Sivanandam K2
UG Scholars®, Assistant Professor?

12 M. Kumarasamy College of Engineering, Karur, Tamil Nadu, India.

Abstract

Ensuring signal integrity is essential in high-speed PCB designs, especially in modern EV
systems. This study presents a novel Eye Pattern Estimation Method (EPEM) aimed at
enhancing signal quality evaluation in complex PCB environments. Eye diagrams are used to
visualize signal integrity by identifying noise, jitter, and distortion in high-frequency digital
circuits. The proposed method employs adaptive signal processing and mathematical
modeling to efficiently estimate eye patterns, reducing computational effort without
compromising accuracy. Key parameters such as eye height, width, and bit error rate are
extracted through lightweight algorithms, enabling reliable signal analysis and early fault
detection. Experimental validation demonstrated improved design verification efficiency and
reduced iteration time. This approach offers a scalable and cost-effective solution for real-
time signal integrity assessment in EV PCB designs.
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Abstract

Genomic prediction has emerged as a revolutionary instrument for cattle breeding which
enables producers to enhance production levels and sustainability and maintain genetic
diversity in animals. The accuracy and efficiency of genomic selection processes have
advanced through the application of machine learning techniques that enable the use of
genomic estimated breeding values (GEBVSs) to predict traits such as milk yield and disease
resistance and growth rates and fertility. This research investigates how Random Forest and
Support Vector Machines and Deep Learning methods analyze high-dimensional genomic
data to discover genetic markers associated with desirable traits. The research evaluates
LASSO regression and principal component analysis as feature selection methods which
enhance model interpretability and computing efficiency. The research develops prediction
models from genetic data and phenotypic and environmental patterns found in multi-source
data. The discussion explores multiple current issues including the need for large datasets and
model overfitting problems and universal model requirements and commercialization
strategies. This section examines both financial data from small-scale farmers and ethical
considerations.
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Abstract

Due to natural deterioration, historical photos frequently have poor clarity, resulting in face
characteristics that are unclear, splotchy, or broken. With an emphasis on facial feature
recovery, this study investigates the application of GFPGAN (Generative Facial Prior GAN)
for improving and restoring such distorted images. GFPGAN uses deep learning techniques
to restore lost facial characteristics, reduce noise, and enhance image quality while keeping
the face’s original identity and structure. The model is a valuable resource for historical
researchers, museums, and archive centers committed to conserving cultural heritage because
it has been shown to successfully reconstruct old portraits. This research paper underscored
the potential of face restoration technologies in historical photo enhancement and long-term
digital preservation. Additionally, a user-friendly GUI built in Python Flask allows users to
upload images and receives enhanced image.

Input Image Output Image
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Abstract

Electric vehicles (EVs) are gaining popularity as a sustainable alternative to traditional fuel-
powered vehicles, but lithium-ion battery overheating remains a major safety concern, often
leading to fire accidents. Cases of EV battery fires have raised concerns about passenger
safety, making it crucial to develop a system that can predict and prevent such incidents. This
project, titled “IoT- based Fire Accident Prevention and Li-ion Battery Management System
for Electric Vehicles” introduces a smart monitoring solution that consistently monitors
battery temperature, voltage, and aging metrics in real-time. using IoT- enabled sensors. The
data is transmitted to a cloud-based system for analysis, identifying abnormal heat patterns
and potential failures. If overheating is detected, an alert is immediately sent to the vehicle
owner via a mobile app or SMS, enabling preventive action. Additionally, if the EV is in
motion and the temperature exceeds a critical limit, the system automatically triggers a
controlled braking mechanism, slowing down the vehicle to prevent hazardous situations. A
daily log of battery health is maintained to assess long-term performance and predict
degradation trends. By integrating I0T technology, real-time monitoring, and automated
response mechanisms, this project aims to enhance EV safety, prevent battery-related fire
accidents, and ensure reliable battery management for prolonged vehicle lifespan.
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Abstract

Real-time identification of dog breeds from images presents a valuable application of deep
learning in fields such as veterinary assistance, pet recognition, and animal rescue. Leveraging
the YOLOV8 object detection architecture, this work introduces a lightweight and efficient
system capable of detecting and classifying various dog breeds with high accuracy. A custom
dataset was prepared and annotated using Roboflow, allowing the model to be trained on
diverse and well-labeled images. The YOLOv8-nano variant was chosen for its speed and
compatibility with resource-constrained environments, achieving impressive results including
a mean average precision (MAP@0.5) of 87.15%, precision of 86.66%, and recall of 78.36%.
The trained model successfully localizes and identifies dog breeds in new images, providing
bounding boxes and confidence scores for each detection. Designed to be scalable and real-
time, the system demonstrates the effective use of modern object detection methods in
practical, everyday applications involving animals.
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Abstract

The emergence of Web3 and its associated decentralized systems has created an urgent need
for a fully trustless and transparent reputation system. EXxisting reputation systems suffers
from being centrally controlled leading to manipulation, non-portability, privacy issues, and
many more. Through the use of dNFTs and Al analysis of on-chain activities, SuiCred offers
a decentralized reputation system on the Sui blockchain. Unlike static identity systems, dNFTs
transcend within show users’ reputations in form of scores based on history, financial
soundness, network joins, participation and many more. This offers absolute and user-
controlled digital credibility which is immutable and verifiable. Combining Al, blockchain,
and identity decentralization puts trust in the hands of the users. SuiCred allows trust relations
devoid of intermediaries among users of DeFi’s, DAOs and Web3 gaming. This paper focuses
on the dNFT based reputation systems architecture, its influence and advantages highlighting
challenges related to security, fraud-proofing, prevention and building decentralized trust
economy.
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Abstract

In the era of Industry 4.0, real-time data monitoring plays a critical role in enhancing
operational efficiency, reducing human intervention, and enabling proactive decision-making.
Smart Sense is an loT-based real-time monitoring system designed to collect, process, and
analyze data from a network of interconnected smart sensors deployed in various
environments such as industrial plants, agricultural fields, smart homes, or health monitoring
setups. The system leverages low-power microcontrollers (e.g., ESP8266/ESP32) integrated
with sensors to continuously gather data such as temperature, humidity, motion, gas levels, or
soil moisture, depending on the application domain. The collected data is transmitted securely
to a centralized cloud platform or local server using Wi-Fi or LoRa communication protocols.
The Smart Sense dashboard provides live visualization, historical data tracking, and intelligent
alert systems via mobile or web interfaces. Additionally, the system supports threshold-based
alerts and remote device control, enabling automation and timely response to critical events.
This project demonstrates the capability of 10T to revolutionize monitoring systems by
offering scalability, real-time insights, and improved reliability. Smart Sense aims to pave the
way toward smarter environments that are more responsive, efficient, and sustainable.
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Abstract

The traditional compartmental epidemic models such as SIR,SIRD,SEIR consider mortality
rate as a parameter to evaluate the population changes in susceptible, infected, recovered and
exposed. The ultimate goal is to improve disease management through precise predictions of
disease behavior and spread . We present a modern model where population changes in
mortality are also considered as the parameter. Epidemic model which represents the direct
transmission of infectious disease are considered to control the disease for infected population.
The stability analysis of fractional order model has been made and verify the non-negative
unique solution of the scheme with in the domain. For analyzing Covid — 19 transmission
dynamics, the fractional order of the model is found to be better than the integral order.
Furthermore, we used Homotopy perturbation method to determine the necessary conditions
for effective control of the disease. Also, the numerical results were presented.
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Abstract

Phishing attacks have emerged as one of the most pervasive cybersecurity threats, often
exploiting users through deceptive URLSs to steal sensitive information. Traditional detection
methods rely on centralized databases and static blacklists, which are often outdated and
vulnerable to tampering. This paper proposes a novel Blockchain-based Phishing URL
Prediction System that integrates machine learning with the decentralized, immutable nature
of blockchain technology. The system utilizes a trained classifier to identify phishing URLSs
based on lexical features, domain patterns, and hosting metadata. VVerified malicious URLSs are
then recorded on a blockchain ledger, enabling transparent and tamper-proof tracking. This
hybrid approach ensures real-time detection, enhances trust through decentralized
verification, and provides a scalable solution to combat evolving phishing strategies.
Experimental results demonstrate high accuracy in URL classification and improved
resilience against manipulation compared to traditional systems.
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Abstract

This project introduces an Al-powered image generation tool built on the Stable Diffusion
architecture, aiming to simplify complex workflows and make high-quality image creation
accessible to users of all skill levels. Traditional implementations of Stable Diffusion often
require extensive technical knowledge, including parameter tuning and model configuration.
To overcome these barriers, the proposed software provides an intuitive, user-friendly
interface that abstracts away technical complexity, enabling users to focus solely on crafting
creative textual prompts. With a strong emphasis on an “out-of-the-box” experience, the tool
offers intelligent default settings, pre-configured models, and automated parameter
optimization. These features allow users to generate visually appealing images immediately
upon installation, without the need for additional setup. The system intelligently adjusts model
behavior based on input prompts to ensure coherence and quality, even for novice users.
Offline functionality is a key component of this project, allowing local image generation
without relying on cloud services. This ensures user privacy, minimizes latency, and enables
consistent performance regardless of internet availability. The interface is designed to be
minimalistic and easy to navigate, providing helpful tooltips and clear visual guidance
throughout the process. Advanced customization options such as resolution, aspect ratio,
sampling methods, and artistic styles are also supported, offering flexibility for diverse
creative needs. The ultimate vision is to democratize Al-powered art creation, fostering
innovation across fields like design, education, and entertainment. By combining accessibility,
reliability, and creative freedom, this software empowers users to bring their artistic visions
to life with ease.
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Abstract

The research develops an Al-driven diagnostic system using deep learning to detect and
predict brain tumors, kidney failure, lung failure, Parkinson’s disease, and liver cancer.
Leveraging the algorithm, it enhances real-time diagnostics through medical imaging.
Datasets from Kaggle were preprocessed and compared against models like CNN, LSTM, and
Random Forest. Our model demonstrated superior accuracy and efficiency as compared to
existing models. This system offers a promising tool for healthcare professionals to enable
timely and accurate diagnoses. Medical imaging techniques generate large volumes of data
that require precise interpretation. Diverse datasets obtained from Kaggle were precisely
preprocessed and examined. In that case, this model can provide the results faster and accurate
depend upon uploaded images as compared with existing models.
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Abstract

Education plays a pivotal role in shaping a student’s future, and early identification of
academic performance can significantly enhance learning outcomes. Predicting student
academic performance is a critical task for educational institutions to provide timely support
and enhance academic outcomes. This project “Analysis and Prediction of Student Academic
Performance Using Machine Learning” is designed to assess students&#39; knowledge
through subject-wise tests and provide insights into their academic standing by emergence of
Machine Learning (ML) and data analysis tools such as Scikit-learn, Pandas, and NumPy, it
is now feasible to develop accurate and interpretable models to forecast student success. By
creating an interactive and intelligent learning environment, this project motivates students to
advance their knowledge while offering administrators a structured method to assess progress
and suggest relevant study materials. The integration of machine learning algorithms enables
the system to adapt to individual learning patterns, thereby facilitating a more personalized
and effective educational experience.
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Abstract

MedChain is a blockchain-based health record management system designed to give patients
full ownership and control over their medical data. Using a private Ethereum network, each
patient’s health record is represented as a unique non-fungible token (NFT), ensuring data
authenticity, privacy, and traceability. These NFTs act as secure references to health records
stored off-chain using IPFS, while smart contracts manage access permissions, allowing
patients to grant or revoke data access to hospitals or doctors as needed. This decentralized
approach eliminates the risks of centralized data storage, reduces redundant medical tests, and
enhances collaboration among healthcare providers. By prioritizing security, transparency,
and patient autonomy, MedChain offers a modern solution for building a more efficient and
secure digital healthcare ecosystem.
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Abstract

The Blood Donor Management System is a web-based application developed to optimize and
simplify the blood donation process through the coordination of three main modules: Patient,
Donor, and Hospital. Patients can register, log in, and submit blood requests by providing
essential health information and specifying the required blood type. These requests are made
visible to both hospitals and potential donors. Donors can also register, access active requests,
and respond based on compatibility and availability. The hospital module manages blood
inventory and oversees the approval or rejection of incoming patient requests. If the required
blood type is available, the hospital confirms the request; if not, it can reach out to other donors
or direct the patient to alternate sources. This system reduces delays in critical situations by
enabling real-time communication and promoting quick decision-making. It also encourages
voluntary participation from donors by offering a user-friendly platform to engage in life-
saving efforts. By digitizing the flow of information and blood stock management, the system
ensures that resources are used efficiently and made available to those in urgent need. Overall,
the Blood Donor Management System provides a reliable solution for improving access to
blood and supporting timely healthcare delivery.
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Abstract

This study investigates a sustainable approach to valorize waste thermocol through a catalytic
pyrolysis using rice husk ash catalyst (RHC), with biogas employed as a renewable heat
source. Expanded polystyrene (EPS), commonly known as thermocol, is a persistent
environmental pollutant due to its nonbiodegradability and improper disposal. Waste
thermocol oil (WTCO) was fractionated through a air and water-cooled condensers, with
physical analyses indicating that the air-cooled fraction exhibits properties suitable for diesel
engine application. Catalytic performance assessments revealed that RHC efficiently lowers
the degradation temperature to a range of 190-370 °C, resulting in a liquid yield of 76%
without residual solids. Chemical analysis FTIR and NMR confirmed that RHC-derived
WTCO possesses a balanced composition of alkanes and alkenes, which enhances its
combustion characteristics. The engine test contact a Kirloskar TV1 diesel engine confirmed
superior performance with RHC-WTCO, demonstrating a peak heat release rate of
143 MJ/kg°C, brake thermal efficiency of 33.94% and cylinder pressure of 67 bar.
Additionally, it showed lower unburned hydrocarbons (42 ppm) and smoke density
(59.1 HSU), despite higher NOx emissions (1324 ppm).This study highlights RHC-derived
WTCO as a viable eco-friendly alternative fuel, offering enhanced combustion performance
and reduced environmental impact.
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Abstract

Knowledge Graphs (KGs) are increasingly being used to structure unstructured data in
multiple fields such as Machine learning, Al, etc... The construction of KGs has mostly relied
on rule-based methods or supervised learning which emphasizes large amounts of human
work. These methods require a limited number of rigid, predetermined ontologies which
hinder scalability and adaptation in a world that is constantly evolving. In response, we
describe an automated framework based on a Large Language Model (LLaMA 3.2 3B
Instruct) capable of dynamic embedding of KGs. The LLM-based pipeline improves the
extraction of main concepts while achieving 100% precision, 70% recall, an 82% F1 score,
and an overall 70% accuracy. The model can adapt to evolving domains of knowledge and
include real-time. The results show significant improvements in LLMs over traditional
methods, with increased performance attributed to transfer learning, especially in precision.
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Abstract

Gold price forecasting plays a vital role in financial decision-making for investors,
policymakers, and institutions worldwide. As a globally traded asset, the value of gold is
influenced by numerous macroeconomic and geopolitical factors, making accurate prediction
a complex yet essential task. This project aims to develop a reliable and efficient predictive
model to forecast gold prices using advanced machine learning technigues and comprehensive
economic data. The study will utilize historical gold price records in conjunction with key
financial indicators such as stock market indices (e.g., S&P 500), foreign exchange rates
(especially USD variations), inflation and interest rates, crude oil prices, and significant
geopolitical events. These features will be analyzed to uncover trends, correlations, and
underlying patterns that drive gold price fluctuations in global markets. Multiple machine
learning algorithms will be implemented and compared, including Linear Regression,
Decision Trees, Random Forest, and Neural Networks. The project will assess each model’s
predictive performance through standard evaluation metrics such as Root Mean Squared Error
(RMSE), Mean Absolute Error (MAE), and the R-squared (R2) score to ensure accuracy and
generalization. Python will serve as the primary programming language, with essential
libraries such as Pandas and NumPy for data preprocessing, Matplotlib and Seaborn for data
visualization, Scikit-learn for classical machine learning models, and TensorFlow for deep
learning architectures. Advanced techniques such as feature engineering, normalization,
correlation analysis, and hyperparameter tuning will be employed to enhance model precision
and reduce overfitting. Beyond building an accurate model, the project will analyze the
significance of each variable in affecting gold prices through feature importance analysis and
sensitivity testing. This will provide valuable insights into how specific economic factors
contribute to market dynamics. Ultimately, this project seeks to bridge the gap between
traditional financial analysis and data-driven forecasting by offering a robust, interpretable,
and scalable machine learning solution for predicting gold prices under varying economic
conditions.
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The project focuses on developing an advanced hand sign detection system leveraging deep
learning technologies, specifically utilizing OpenCV and TensorFlow. The primary objective
is to create a robust model capable of accurately recognizing various hand signs, ensuring
real-time performance and reliability. Through the integration of Convolutional Neural
Networks (CNNs) for feature extraction and classification, the system addresses challenges
such as variations in hand orientation, lighting conditions, and complex backgrounds. Recent
enhancements to the project include fine-tuning the neural network architecture and
implementing data augmentation techniques to improve the model's generalization and
robustness. Additionally, the system now incorporates transfer learning to utilize pre-trained
models, reducing training time and improving accuracy on smaller datasets. Real-time hand
tracking is achieved using optimized OpenCV algorithms, enabling dynamic gesture
recognition with minimal latency. This enhanced hand sign detection system is envisioned to
have diverse applications, including aiding communication for individuals with hearing
impairments, enabling touchless interfaces, and enhancing augmented reality experiences.
The integration of state-of-the-art techniques ensures scalability, adaptability, and a high
degree of accuracy, making it a valuable contribution to the field of human-computer
interaction.
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Abstract

The increasing accumulation of plastic and organic waste poses a significant environmental
threat, necessitating innovative waste-to-energy solutions. This study presents a novel,
integrated approach that combines plastic pyrolysis and anaerobic digestion to convert low
linear density polyethylene (LLDPE) plastic covers and food waste into valuable energy
products. Fly ash, an industrial by-product, is used as a cost-effective and reusable catalyst,
while the biogas produced from food waste anaerobic digestion is employed as the heat source
for pyrolysis. Catalytic pyrolysis using fly ash achieved a high liquid oil yield of 53.2%, with
a reduced reaction temperature, enhancing both energy efficiency and economic viability.
Structural and elemental analysis using Scanning Electron Microscopy (SEM) and Energy-
Dispersive X-ray Spectroscopy (EDX) confirmed the stability and reusability of fly ash post-
pyrolysis. The resulting waste plastic oil exhibited a high calorific value of 44.3 MJ/kg and
showed favorable diesel-like properties, including optimal density and viscosity. Chemical
composition analysis indicated a predominance of alkenes and a notable decrease in
instauration, suggesting selective cracking of plastic molecules. This dual-waste treatment
method presents a scalable, eco-friendly process for effectively managing and valorizing food
and plastic waste. By diverting waste from landfills and reducing environmental pollution, the
proposed system supports the development of renewable fuels while aligning with circular
economy objectives and sustainable waste management practices. Overall, the study
highlights the potential of combining biotechnological and thermochemical processes to
address pressing environmental concerns and promote resource recovery from municipal and
industrial waste streams.
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Abstract

This project focuses on enhancing road safety through the implementation of a smart helmet
detection system utilizing Machine Learning (ML) and computer vision technologies. A
camera module is used to continuously monitor the rider and capture live images or video
feeds. These images are preprocessed using OpenCV techniques and then fed into a trained
ML model, which classifies whether the rider is wearing a helmet or not. The real-time
detection system aims to automate helmet monitoring and encourage adherence to traffic
safety norms, particularly among two-wheeler riders. Helmets are a critical safety measure
designed to protect the skull and brain during accidents, significantly reducing the risk of fatal
injuries. Despite awareness campaigns, a large percentage of riders, especially in developing
countries like India, continue to neglect helmet use. According to multiple surveys and traffic
reports, non-compliance with helmet laws is a major factor contributing to road fatalities. To
address this issue, the proposed system leverages the power of Convolutional Neural
Networks (CNNs) for accurate image classification and real-time decision-making.
Furthermore, the system can be integrated with alert mechanisms or enforcement systems to
notify authorities when helmet rules are violated. This solution has vast applications in traffic
management, automated toll booths, surveillance systems, and road safety campaigns. The
integration of ML with real-time monitoring ensures a scalable, accurate, and impactful
method of enforcing helmet usage, thereby contributing to public safety and effective
regulation compliance.
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Abstract

In the age of digital transformation, intelligent knowledge assistants have become essential
tools for enhancing information retrieval and decision-making across various fields.
Traditional knowledge assistants, however, often struggle with providing precise, context-
aware responses due to limitations in their retrieval or generative capabilities. This project
proposes the development of an &quot; Intelligent Knowledge Assistant&quot; that leverages
Retrieval- Augmented Generation (RAG), combining the strengths of information retrieval
systems with advanced generative models. The objective is to create a system capable of
efficiently retrieving relevant data from vast knowledge bases and generating coherent,
contextually appropriate responses. The assistant utilizes a dual-stage architecture, where the
retrieval module identifies pertinent information, which is then used by the generative model
to create a response tailored to the user’s query. This combination improves both the relevance
and accuracy of the output, addressing key limitations of standalone generative or retrieval
models. The system is designed with applications in customer support, education, and
research, offering a flexible, scalable solution for delivering precise answers in real-time.
Using a mix of open-source tools and proprietary APIs, the project explores model training,
fine-tuning, and evaluation metrics to ensure high quality responses. Experimental results
demonstrate the effectiveness of RAG in producing informative, nuanced replies, thereby
validating its potential as a robust solution for intelligent knowledge assistance.
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Abstract

The integration of Internet of Things (10T) technology in agriculture has led to the emergence
of smart farming solutions aimed at improving productivity and sustainability. This project
presents a LoRa-enabled smart farming system utilizing the RFM95W LoRa module for real-
time environmental monitoring and automated irrigation control. The system deploys various
sensors (such as soil moisture, temperature, humidity, and light intensity) across agricultural
fields to collect vital environmental data. The RFM95W module transmits this data over long
distances using the LoRa (Long Range) communication protocol, known for its low power
consumption and wide coverage, making it ideal for rural and remote areas. A central gateway
receives sensor data and processes it to make intelligent irrigation decisions based on
predefined thresholds or machine learning models. When soil moisture drops below a critical
level, the system automatically triggers the irrigation mechanism, ensuring optimal water
usage and reducing manual labor. Additionally, the system allows farmers to remotely monitor
field conditions and receive alerts via a user-friendly dashboard or mobile application. This
approach enhances crop health, conserves water resources, and supports data-driven decision-
making in agriculture.
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Abstract

Early detection of systemic diseases through non-invasive methods plays a pivotal role in
enhancing diagnostic accuracy and improving patient outcomes. This project presents an
innovative machine learning-based diagnostic framework that analyzes high-resolution
images of human nails to predict underlying health conditions. Human nails can reflect subtle
visual cues such as discoloration, texture changes, and shape deformities linked to conditions
like anemia, liver disorders, cardiovascular issues, and chronic kidney disease. A curated
dataset comprising 3,000 nail images was developed in collaboration with certified medical
professionals who verified and annotated the health conditions associated with each image.
The dataset underwent preprocessing procedures to standardize lighting, color saturation,
contrast, and image orientation to eliminate noise and ensure consistency. A convolutional
neural network (CNN) architecture was employed to extract and learn key features from the
nail images, with further optimization using techniques such as dropout, data augmentation,
and transfer learning. The system achieved promising accuracy in classifying common health
disorders and showed potential as a supportive tool in early screening programs, especially in
rural and resource-limited healthcare settings. This research not only highlights the diagnostic
value of nail analysis but also demonstrates the strength of artificial intelligence in
revolutionizing preventive healthcare. Future directions include expanding the dataset with
more diverse populations, incorporating additional clinical indicators, and deploying the
model in mobile or edge-based platforms for real-time diagnostics.
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Abstract

The rapid spread of fake news fueled by Al-generated text, manipulated media, and
increasingly polarized social networks—poses a critical challenge to the integrity of
information in the digital age. While numerous detection tools exist, many fall short due to a
lack of transparency, limited multimodal analysis, and insufficient real-time adaptability,
rendering them less effective in high-velocity information environments. To address these
gaps, this project proposes a real-time, multimodal Al system for detecting fake news, capable
of analyzing not just text, but also images and their surrounding social context. The system
leverages the Deep Seek API for advanced language comprehension and Pytesseract for
accurate text extraction from visual content, ensuring thorough and cross-modal analysis. To
enhance accessibility, especially for uneducated or visually limited users, the system delivers
its findings via voice notes, clearly explaining the reasoning behind the detection of fake news.
Furthermore, as a linguistically inclusive project, it supports multiple languages, tailoring its
audio outputs to the user&#39;s preferred language. This ensures that critical information
reaches a broader and more diverse audience effectively. By integrating explainable Al
insights, the model not only enhances user trust but also enables proactive mitigation of
misinformation. Its real-time capabilities make it highly practical for use on social media
platforms, helping to curb the rapid dissemination of false information in a timely and
impactful manner.

References:

1. S. Parikh, P. K. Atrey, J. Appl. Multimedia, vol. 10, (2018), Media-Rich Fake News
Detection: A Survey.

2. N.J.Conroy, V. L. Rubin, Y. Chen, J. Appl. Information Science, vol. 7, (2015), Automatic
Deception Detection: Methods for Finding Fake News.

3. S. Helmstetter, H. Paulheim, J. Appl. Machine Learning, vol. 11, (2018), Weakly
Supervised Learning for Fake News Detection on Twitter.

38



Rice Quality Analysis Using Deep Learning in Python
Dhilip Al, Sakthinathan S!, S Varadharajan?
UG Scholar!, Assistant Professor?

12 vels Institute of Science Technology and Advanced Studies, Chennai, Tamil Nadu, India.

Abstract

Rice is one of the most consumed staple foods globally, with an ever-growing demand that
heavily emphasizes the quality of the rice produced. The evaluation of rice quality plays a
crucial role in meeting market expectations, particularly through the assessment of physical
attributes such as the length, width, and thickness of rice kernels. Traditionally, these
characteristics are measured manually, which is both labor-intensive and prone to
inconsistency and human error. To address these limitations, advancements in computer
vision and machine learning have been introduced into rice quality inspection processes. The
proposed methodology combines machine learning techniques with trend analysis using
Python to automate and enhance the evaluation of rice kernels. Through digital imaging, rice
samples are captured and processed using image processing algorithms that extract vital
features, which are then analyzed using supervised learning models to classify and grade rice
quality. This approach offers significant advantages, including improved accuracy, reduced
inspection time, and consistency across large sample volumes. Additionally, trend analysis
helps in identifying patterns over time, contributing to better decision-making for
manufacturers and quality controllers. The integration of machine learning into quality control
systems represents a transformative step in rice processing industries, providing a scalable and
data-driven method for ensuring superior product standards. This study underscores the value
of combining digital image processing, artificial intelligence, and trend analysis tools to
revolutionize the traditional quality assurance mechanisms in agricultural industries.
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Abstract

Reading is a fundamental skill, yet recent studies reveal a concerning decline in regular
reading habits. According to a global survey, only 30% of people read daily, and many
beginners struggle due to complex grammar and vocabulary. This often leads to interruptions
as readers search for word meanings, affecting their focus and motivation. In response, this
paper presents a wearable assistive device integrated into smart glasses, designed to support
beginner and visually impaired readers. A miniature camera mounted on the glasses captures
specific words when the user points with an index finger or pencil. The system processes the
input using Optical Character Recognition (OCR) and delivers instant audio feedback through
Text-to-Speech (TTS) technology via earphones or AirPods. Unlike traditional dictionary
lookups or app-based methods, this solution provides real-time assistance without breaking
the reader’s flow. For visually impaired individuals, it translates both printed and handwritten
text into speech, allowing them to engage with various reading materials independently. This
device merges gesture recognition, intelligent text extraction, and audio response into a single
seamless experience. Its compact design, portability, and multilingual support enhance its
practicality across different use cases. By improving accessibility and reducing learning
barriers, this technology offers a powerful tool to encourage consistent reading habits and
promote literacy.
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Abstract

Skin is the largest and most essential organ of the human body, covering approximately 20
square feet and serving as a protective shield for internal organs against physical damage,
harmful microbes, environmental pollutants, and UV radiation. It plays a vital role in
regulating body temperature and enabling sensory perceptions such as touch, pressure, heat,
and cold. However, due to various external and internal factors—including environmental
exposure, genetic predisposition, poor hygiene, allergens, infections, and stress—the skin is
susceptible to several diseases. These conditions are generally categorized into three main
types: infectious (caused by bacteria, viruses, or fungi), inflammatory (such as eczema or
psoriasis resulting from immune dysfunction), and neoplastic (including skin cancers due to
abnormal cell growth). The wide range and overlapping symptoms of these diseases often
make diagnosis challenging, emphasizing the importance of early detection and accurate
classification. Recent advances in artificial intelligence and computer vision have enabled the
development of automated systems for skin disease detection, offering rapid, accurate, and
consistent diagnoses. These technologies assist dermatologists by analyzing high-resolution
images of the skin to identify potential abnormalities, which can be particularly useful in
remote or underserved areas lacking specialist care. Ultimately, integrating intelligent
diagnostic tools into clinical workflows not only improves the efficiency of medical services
but also enhances patient outcomes by enabling timely interventions.
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Abstract

Text-to-Speech (TTS) synthesis is a pivotal advancement in natural language processing,
enabling machines to convert written text into lifelike, human-sounding speech. This project
centers around Tacotron, a deep learning-based end-to-end TTS model that uses a sequence-
to-sequence architecture with attention mechanisms to map input text to speech features.
Tacotron generates mel-spectrograms from text, which are then transformed into audio
waveforms using vocoders like Griffin-Lim or neural alternatives such as WaveNet. The
system is trained on paired text-audio datasets and tackles real-world challenges like accent
variations, speech speed, and background noise to ensure high intelligibility and naturalness.
Performance is assessed through metrics like Mean Opinion Score (MOS), intelligibility tests,
and inference time. The project’s goal is to produce expressive, real-time synthetic speech that
can power applications ranging from virtual assistants and screen readers to educational
platforms and Al companions. Future enhancements include incorporating advanced
vocoders, supporting multilingual synthesis, and optimizing for deployment on edge devices
to deliver low-latency, high-quality voice interactions.

References:

1. Y.Wang, R. Skerry-Ryan, J. Appl. Deep Learning, vol. 130, (2017), Tacotron: Towards
End-to-End Speech Synthesis.

2. A.vanden Oord, S. Dieleman, J. Appl. Speech Synthesis, vol. 132, (2016), WaveNet: A
Generative Model for Raw Audio.

3. J. Shen, R. Pang, J. Appl. Vocoder Integration, vol. 133, (2018), Natural TTS Synthesis
by Conditioning WaveNet on Mel Spectrogram Predictions.

42



Yolo Unleashed: Real-Time Object Detection Techniques

Logeshwari E*, Keerthana M?, Lalitha T*
UG Scholar?

ISridevi Arts and Science College, Krishnapuram, Ponneri —601204.

Abstract

YOLO Unleashed: Real-time Object Detection Techniques Abstract Real-Time Objection
Detection System with Audio Feedback: Enhancing User Interaction and Accessibility Object
detection is a fundamental application in computer vision, with far-reaching implication in
various field such as surveillance, robotics and Al-driven automation. This project aims to
develop a real-time object detection system that not only identifies object but also provides
instant audio feedback using text-to-speech (TTS)technology. By leveraging the power of deep
learning and computer vision, this system as the potential to revolutionize the way interact
with our surroundings, making it an invaluable tool for individuals with visual impairments,
security personnel and automation professionals.
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Abstract

Communication between hearing-impaired individuals and those unfamiliar with sign
language remains a significant barrier in society. This project aims to bridge that gap by
developing a Real-Time Sign Language Interpreter using Artificial Intelligence (Al) and
Machine Learning (ML) techniques, particularly Computer Vision and Deep Learning.The
system captures sign gestures through a live video feed using a webcam or smartphone
camera. These gestures are processed in real time using Convolutional Neural Networks
(CNNs) to accurately recognize and classify hand signs corresponding to letters, words, or
common phrases in sign language (such as ASL — American Sign Language or ISL — Indian
Sign Language). The recognized signs are then translated into text and optionally converted
to speech using Text-to-Speech (TTS) technology.This tool not only enhances accessibility
and inclusivity but also serves as an educational assistant for those learning sign language.
The proposed system is efficient, user-friendly, and deployable on edge devices, making it
suitable for use in public places, educational institutions, and personal communication.By
leveraging real-time computer vision and Al, this project contributes to breaking
communication barriers and promoting equal opportunities for the hearing-impaired
community.
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Abstract

Lung cancer is one of the most common and deadly forms of cancer worldwide. Accurate
identification of its subtypes—particularly Adenocarcinoma (ADC), Squamous Cell
Carcinoma (SqCC), and normal tissue—is crucial for effective diagnosis and treatment
planning. In this study, we present a deep learning-based approach using the ResNet-50
architecture with transfer learning to classify histopathological images into these three
categories. The model was trained and tested on a publicly available Kaggle dataset containing
5,000 H&E-stained lung tissue images. To address staining variability and class imbalance,
we applied Macenko stain normalization, HSV-based color augmentation, and class-balanced
sampling. Our fine-tuned ResNet-50 model achieved a classification accuracy of 98.3%,
outperforming widely used models such as VGG16 and DenseNet-121. Additionally, Grad-
CAM visualizations were used to interpret the model's decision-making, highlighting
medically relevant features such as nuclear pleomorphism and glandular structures. This
framework demonstrates significant potential in supporting pathologists by improving the
speed, accuracy, and consistency of lung cancer diagnosis, especially in resource-constrained
clinical environments.
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Predicting the mechanical properties of novel 2D materials such as MXenes is vital for their
application in structural and energy-related engineering domains. While Density Functional
Theory (DFT) offers highly accurate estimations, it is computationally intensive and
timeconsuming, making large-scale material screening infeasible. This research proposes a
machine learning-based surrogate model that accelerates mechanical property prediction for
MXene materials by learning from DFT-calculated data. We collected mechanical datasets,
including Young’s modulus and Poisson’s ratio, from open databases like the Materials
Project. Key elemental and structural features were extracted and preprocessed. Using models
such as Random Forest Regressor and Support Vector Regression, we achieved accurate
predictions of elastic properties with significantly reduced computational cost. Preliminary
results indicate an R2 score exceeding 0.92 on the test set. This hybrid DFT-ML approach
demonstrates strong potential in accelerating material discovery pipelines by combining the
predictive accuracy of quantum simulations with the efficiency of modern machine learning.
Our work contributes to the field of computational materials science and opens doors to
intelligent screening of materials with desired mechanical characteristics.
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Abstract

This work, titled "Design and Implementation of Smart Attendance deploying Webcam," is a
facial recognition-based smart attendance system that uses computer vision and artificial
intelligence to simplify attendance management while improving security. Traditional
attendance systems are prone to mistakes, inefficiency, and manipulation. This system reduces
manual involvement by detecting recognized individuals using facial recognition technology,
automatically marking their attendance, and logging the data. In order to maintain a secure
atmosphere, the system also follows unidentified individuals, sends out email notifications,
records video, and sounds a buzzer for instant notification. The current effort combines
software libraries like OpenCV, facial recognition, pandas, and pyfirmata with hardware like
Arduino to provide an effective, scalable, and real-time solution that can be used in high-
security areas, businesses, and educational institutions.
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Abstract

Widespread use of artificial intelligence (Al) and machine learning (ML) have greatly
impacted numerous industries among them being agriculture. The conventional methods of
pest and disease diagnosis and identification in crops required physical scouting by experts
therefore it was tedious, tiresome and could be characterized by a high level of human
interference. Owing to the expansion in the dimensions and size of agricultural production, it
has become imperative to use improved methods of pest and disease diagnosis that are faster,
more accurate and less involving. With the help of Al and ML systems, new approaches can
be implemented by using better image processing, computer vision, and data analytics in the
agricultural threats detection. Firstly, this literature review aims at discussing some of the
studies conducted in the application of Al and ML in pest and disease detection in agriculture
such as the methodologies, the classification models, the datasets used, and the outcome
achieved.
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Figure 1 : Distribution of model architectures in Reviewed Papers
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Modern Responsive Website Using HTML, CSS and BOOTSTRAP™ Abstract The project
"Food Munch — Responsive Website Design™ aims to create a visually appealing and fully
responsive food-related website that offers a seamless user experience across different devices
such as mobiles, tablets, and desktops. This website showcases a variety of food items and
categories with engaging visuals and structured content to attract users and simulate a real-
world food ordering platform. The design is implemented using modern frontend technologies
such as HTML5, CSS3, and Flexbox, along with media queries to ensure responsiveness. The
project emphasizes clean layout, intuitive navigation, and consistent design to meet the
standards of modern web design. Through this project, key concepts of responsive design,
user interface (Ul), and web accessibility are demonstrated, making it a valuable learning
experience in frontend web development.
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Abstract

This project proposes an loT-based temperature monitoring system for critical environments
like data centers, where temperature control is essential for preventing server overheating and
ensuring continuous uptime. The system utilizes Tinkercad simulations for temperature sensor
integration, collecting real-time data processed through an ETL pipeline for cleaning,
transformation, and storage in a cloud-based warehouse. Machine learning algorithms predict
temperature fluctuations and detect anomalies, enabling early intervention to prevent
equipment failure. The system also includes real-time dashboards for monitoring trends and
setting thresholds for alerts. This scalable architecture can be expanded to industries like
pharmaceutical storage or cold chain logistics. The integration of 10T, ETL processes, and
machine learning ensures improved resource management and reduced downtime,
demonstrating its value in temperature-sensitive environments.
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Abstract

Stroke is one of the leading causes of death and disability worldwide, often resulting from
conditions such as hypertension, heart disease, and diabetes. Early prediction of strokes can
significantly improve outcomes by enabling timely medical intervention. This project aims to
develop a deep learning-based predictive model for stroke detection using patient health data.
The model will analyze the medical history to identify individuals at risk. The predictive
system is built using a deep neural network, leveraging advanced feature extraction techniques
to enhance accuracy. It will be deployed as an interactive Streamlit web application, allowing
healthcare providers and individuals to input relevant health data and receive real-time stroke
risk assessments. The application is designed with a user-friendly interface, making it
accessible for both medical professionals and non expert users. To ensure robust performance,
the model will be trained on a diverse dataset, incorporating both structured patient records
and imaging data. Additionally, techniques such as feature engineering, hyper parameter
tuning, and model optimization will be employed to maximize predictive accuracy. By
integrating explainable Al techniques, the system will highlight key risk factors contributing
to each prediction, promoting transparency and trust in the results. The proposed solution aims
to enhance early stroke detection, support informed decision-making, and facilitate preventive
measures. With its real-time prediction capability and actionable insights, this tool has the
potential to significantly reduce stroke-related mortality and long-term disability, ultimately
improving patient care and public health outcome.
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Abstract

The advancement of the Internet of Things (I0T) has revolutionized healthcare by enabling
continuous and remote monitoring of patients beyond traditional clinical settings. This project,
titled "Remote Patient Monitoring with 10T and Cloud Integration,” presents a smart
healthcare system designed to track vital health parameters such as heart rate, body
temperature, oxygen saturation (Sp0O-), and ECG in real-time using wearable and non-invasive
sensors.The collected data is transmitted via Wi-Fi or Bluetooth to a cloud platform where it
is securely stored, analyzed, and visualized. Medical professionals and caregivers can access
this data remotely through a web or mobile dashboard, enabling timely diagnosis, alerts for
abnormal readings, and better health management for patients, especially the elderly and
chronically ill.The system supports threshold-based alert notifications via SMS, email, or
mobile app, ensuring rapid response in emergency scenarios. By reducing the need for
frequent hospital visits and facilitating early detection of potential health issues, this solution
contributes to a more efficient, accessible, and patient-centered healthcare ecosystem.
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Abstract

In an increasingly competitive and dynamic business landscape, companies must leverage
advanced analytics and artificial intelligence to optimize sales performance, enhance customer
experiences, and maximize profitability. Traditional sales and pricing strategies, often based
on static models and historical trends, fall short in adapting to real-time market fluctuations
and evolving consumer behavior. To address these challenges, this project integrates Al-
driven customer segmentation using K-Means clustering and dynamic pricing through
reinforcement learning, enabling businesses to make intelligent, data-driven decisions that
drive revenue growth and improve market competitiveness. Customer segmentation plays a
pivotal role in understanding purchasing behavior and tailoring marketing strategies
accordingly. By employing K-Means clustering, the system categorizes customers into
distinct segments based on variables such as transaction history, purchasing frequency,
spending patterns, and other behavioral metrics. This approach allows businesses to identify
high-value customers (HVCs), price-sensitive shoppers, occasional buyers, and new
entrants—each requiring a unique marketing and engagement strategy. Understanding these
nuanced customer profiles empowers businesses to offer personalized recommendations,
execute targeted promotions, and design loyalty programs that boost engagement, satisfaction,
and long-term retention. Complementing this, the project incorporates reinforcement learning-
based dynamic pricing—a sophisticated technique that dynamically adjusts prices in response
to real-time market demand, competitor behavior, seasonal trends, and customer reactions.
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Abstract

In the current retail landscape, the demand for intelligent inventory monitoring solutions is
rising to ensure real-time stock visibility, accurate demand forecasting, and seamless supply
chain management. This paper introduces a Smart Supermarket Inventory Monitoring System
that integrates data analytics, a Flask-powered backend, and a React.js-based interactive
dashboard to deliver end-to-end inventory automation. The system features modules for
product tracking, low stock alerts, real-time stock value calculation, and role-based access
through secure login portals for owners and employees. Leveraging technologies like Excel
for data collection and visual insights, the solution enhances decision-making and operational
efficiency. This project emphasizes cost-effective implementation, user-centric Ul design, and
data-driven insights for future-ready retail inventory management.
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Abstract

This study compares the performance of Long Short-Term Memory (LSTM) and Atrtificial
Neural Network (ANN) in forecasting digital gold’s financial time series. Using Python and
TensorFlow, deep learning models were developed and evaluated with a sample size of 20 (10
per model). Statistical analysis was performed with G-power 0.8, a.=0.05, = 0.2, and a 95%
confidence interval. Both models used identical datasets, and results showed LSTM achieved
a higher accuracy of 81.76% compared to ANN's 70.76%, with a significant p-value of 0.037.
Evaluation metrics like mean absolute error and mean squared error further supported LSTM's
superior performance. The findings highlight LSTM’s effectiveness and precision in
predicting digital gold prices, outperforming ANN. As the technology develops, it indicates
ANN is underperformed as compared to LSTM in terms of accuracy and precision. Factors
like mean absolute error, mean squared error, evaluating the metrics, LSTM is supported
throughout the process as compared to ANN.
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Abstract

In the current retail landscape, the demand for intelligent inventory monitoring solutions is
rising to ensure real-time stock visibility, accurate demand forecasting, and seamless supply
chain management. This paper introduces a Smart Supermarket Inventory Monitoring System
that integrates data analytics, a Flask-powered backend, and a React.js-based interactive
dashboard to deliver end-to-end inventory automation. The system features modules for
product tracking, low stock alerts, real-time stock value calculation, and role-based access
through secure login portals for owners and employees. Leveraging technologies like Excel
for data collection and visual insights, the solution enhances decision-making and operational
efficiency. This project emphasizes cost-effective implementation, user-centric Ul design, and
data-driven insights for future-ready retail inventory management.
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To create a learning platform using open sources. In which students need to select a single
particular domain while registration process and then they will get their portal. Portal will be
different based on the domain they choose, like if one chooses web development then the
portal will be for Full-Stack or MERN-stack and if one chooses Artificial Intelligence means
then it will be different respectively. And the portal may contain video contents, pdf, and all
kind of study material and each will be in different sections [pdf, course videos, links, docs,
etc.] and personal dashboard must be there for everyone to check their weekly and daily
performance through graphs and time. Then roadmap will also be there. They can complete
the courses accordingly and the check boxes will be automatically ticked if they spend some
time which we set default to get the streak, for example 45 mins. Like students, instructors
[teacher or mentor or staff] also contain their particular domain login. And they can edit the
videos | mean, they can add or remove videos, and they can update the roadmap. They too
have dashboard to check the students’ progress. Students will get streak also and get streak
points then leader board will also be there for everyone to make it competitive. Tests will also
be there [MCQs]. Tests are pre-defined and students need to complete it to move forward.
There's a discussion room to get doubts cleared through Al, like we added a chat bot. Students
can post their doubts there and the instructors can clear it there through messages also. And
these doubts will be visible for everyone because other students may also have
this same doubt. We also added Al transcript maker for the videos we upload there. Just
student need to give the link of the video as input and notes will be generated for them.
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Abstract

Natural disasters such as earthquakes, landslides, floods, and building collapses often leave
victims trapped under debris, making search and rescue operations complex and time-
sensitive. To address these challenges, we propose an Al-Based Human Detecting Robot for
Environmental Disaster Management, an intelligent robotic system designed to aid rescue
teams by autonomously detecting and locating survivors in disaster-stricken areas. This
system integrates ESP32-CAM, ESP8266, and various sensors to efficiently monitor affected
regions. The ESP32-CAM module provides real-time video streaming via a web server,
enabling remote surveillance of disaster zones. The ESP8266 module, paired with proximity
sensors, helps detect human presence, while a metal sensor is used to identify metallic objects,
such as collapsed structures or debris. A GPS module ensures accurate location tracking of
detected survivors, and upon identification, the system sends real-time alerts with location
details to the Blynk app, allowing emergency responders to take immediate action. The robotic
platform autonomously navigates through disaster sites, reducing the risk for human rescuers
and increasing the efficiency of search operations. This Al-driven approach enhances disaster
response by leveraging loT, machine learning, and automation, ultimately saving lives,
minimizing rescue time, and improving emergency response effectiveness.
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Abstract

Natural disasters such as earthquakes, landslides, floods, and building collapses often leave
victims trapped under debris, making search and rescue operations complex and time-
sensitive. To address these challenges, we propose an Al-Based Human Detecting Robot for
Environmental Disaster Management, an intelligent robotic system designed to aid rescue
teams by autonomously detecting and locating survivors in disaster-stricken areas. This
system integrates ESP32-CAM, ESP8266, and various sensors to efficiently monitor affected
regions. The ESP32-CAM module provides real-time video streaming via a web server,
enabling remote surveillance of disaster zones. The ESP8266 module, paired with proximity
sensors, helps detect human presence, while a metal sensor is used to identify metallic objects,
such as collapsed structures or debris. A GPS module ensures accurate location tracking of
detected survivors, and upon identification, the system sends real-time alerts with location
details to the Blynk app, allowing emergency responders to take immediate action. The robotic
platform autonomously navigates through disaster sites, reducing the risk for human rescuers
and increasing the efficiency of search operations. This Al-driven approach enhances disaster
response by leveraging 10T, machine learning, and automation, ultimately saving lives,
minimizing rescue time, and improving emergency response effectiveness.
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Abstract:

This study focuses on detecting Parkinson’s disease (PD) using advanced deep learning (DL)
techniques to enable early diagnosis and support personalized treatment strategies. PD, a
chronic and progressive neurological disorder, affects millions globally and currently has no
known cure, making early detection essential for effective intervention and improved patient
outcomes. While traditional machine learning methods have offered moderate success, this
research leverages cutting-edge deep learning algorithms—most notably the VGG16
architecture—for highly accurate and automated PD detection. VGG16, a deep convolutional
neural network known for its robust feature extraction capabilities, is applied to multimodal
datasets including voice samples, gait patterns, and handwriting dynamics. The proposed
system achieves an outstanding accuracy of 99.56%, significantly outperforming traditional
ML and other DL models. The strength of VGG16 lies in its ability to automatically learn
deep hierarchical features from raw input data, minimizing the need for manual preprocessing
and enhancing generalization across diverse patient profiles. The system also incorporates
ensemble DL strategies and real-time monitoring functionalities, enabling reliable, real- time
diagnosis and tailored treatment recommendations. This comprehensive framework not only
improves early detection accuracy but also empowers clinicians with actionable insights,
potentially reducing diagnostic delays, preventing complications, and improving long-term
outcomes for PD patients.
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Abstract

This paper introduces the design, development, and deployment of an integrated, all-in-one
social media content management platform, built using the Flask web framework. The primary
objective of this system is to simplify and centralize the process of publishing multimedia
content—such as videos, single-image posts, and carousel posts—across major social media
platforms, namely Instagram, Facebook, and YouTube. By offering a unified interface, our
platform eliminates the need to manage each platform individually, thereby enhancing
productivity and user convenience. A standout feature of the platform is its intelligent,
automated image editing module specifically designed for YouTube content. This module
analyzes uploaded images and applies a series of enhancements—such as resizing, aspect ratio
adjustment, color correction, and text overlay formatting—ensuring that all visual elements
conform to YouTube’s display and engagement standards. This automatic optimization not
only improves the visual appeal of posts but also reduces the manual workload involved in
editing media for platform-specific requirements. From a technical perspective, the system
leverages Flask for backend development and integrates multiple third-party APIs to facilitate
secure content upload and cross-platform compatibility. The architecture is modular and
scalable, allowing for the future inclusion of additional platforms or new media types. The
user interface is intuitive and responsive, making it suitable for use by both individual content
creators and digital marketing teams. In conclusion, our all-in-one platform streamlines social
media management by combining multi-platform posting capabilities with intelligent media
processing tools. This approach not only saves time and effort but also ensures consistency
and quality across all published content, ultimately empowering users to maintain a stronger
and more efficient digital presence.
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Abstract

The transition to hydrogen-powered aviation demands lightweight, safe, and efficient
cryogenic storage solutions. This project designs, analyzes, and optimizes cryogenic hydrogen
storage tanks for aircraft, addressing critical challenges like hydrogen embrittlement,
permeation, and structural stress. Two aluminum alloys Al6061-T6 and AI5083 are selected
for their high strength-to-weight ratio and resistance to hydrogen degradation. Two geometries
are evaluated: a horizontal cylinder with hemispherical end caps and a cylindrical-conical-
spherical design, both coated with titanium nitride (TiN) to minimize hydrogen permeation.
Finite element analysis (FEA) assesses structural integrity under static, thermal, and fatigue
loads, while computational fluid dynamics (CFD) evaluates hydrogen diffusion. Results
compare stress distribution, thermal performance, and permeation rates to identify the optimal
design. The study demonstrates that AI5083 outperforms AI6061-T6 in cryogenic
environments, while TiN coating effectively reduces hydrogen leakage. The cylindrical-
conical-spherical geometry shows superior stress resistance and weight efficiency. This work
contributes to sustainable aviation by proposing a tank design that balances safety, weight,
and cost. The findings highlight aluminum alloys and TiN coatings as viable solutions for
hydrogen storage, paving the way for zero-emission aircraft.
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Abstract

Efficient navigation in the solar system requires precise trajectory planning, especially for
interplanetary missions. This project, titled "Optimal Hohmann Transfer Simulations for
Multi-Planetary Missions Across the Solar System,” focuses on analyzing and simulating
Hohmann transfer orbits from Earth to all planets: Mercury, Venus, Mars, Jupiter, Saturn,
Uranus, and Neptune. The Hohmann transfer, an energy-efficient method for moving between
two orbits, is fundamental to modern space mission design. Transfers to the inner planets—
Mercury, Venus, and Mars—present unique challenges. Mathematical modeling forms the
backbone of this project, using orbital mechanics to compute transfer ellipse parameters,
orbital periods, and delta-v requirements. Tools like Python and GMAT generate trajectory
visualizations using real-world planetary data to optimize mission planning. By comparing
transfer requirements across all planets, this study addresses key challenges such as higher
velocity demands, longer durations, and gravitational influences. The findings provide
practical insights for space agencies, improving trajectory design and optimizing future
planetary exploration.

Hohmann Transfer from Earth to Mars

Transfer Orbit
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Fig: Hohmann Transfer from Earth to Mars
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Abstract

Re-entry vehicles are subjected to extreme thermal and mechanical loads as they pass through
the Earth's atmosphere at hypersonic speeds. A critical component of these vehicles is the heat
shield, which must withstand intense aerodynamic heating, dynamic pressure, and structural
stress. Conventional materials often struggle to balance thermal resistance, mechanical
strength, and weight effective. This project presents a novel approach by integrating graphene
coatings onto a heat shield component fabricated from Aluminum 7075, a high-strength,
lightweight alloy widely used in aerospace applications. The vehicle geometry was modeled
in SolidWorks, focusing on optimizing the aerodynamic profile for realistic re-entry
conditions. The heat shield section was isolated and analyzed in detail. Graphene, due to its
exceptional thermal conductivity (~5000 W/m -K), high tensile strength, and chemical
inertness, was selected as the coating material to enhance the thermal management capabilities
of the Aluminum 7075 substrate. To evaluate the effectiveness of this configuration, multi-
physics simulations were performed using ANSYS Workbench, including.
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Abstract

Topology optimization has emerged as an effective tool for lightweight and high-
performance design, particularly in the aeronautics and aerospace industry. It facilitates
the creation of intricate, robust, and lightweight components, meeting the demand for
cost-effectiveness, enhanced payload capacity, and improved fuel efficiency. This
technology allows structural components to deliver equal or superior performance while
utilizing less material.In aircraft design, the fuselage and wings are critical structural
components, connected by the wing-fuselage lug attachment bracket. Failure of this
bracket can result in catastrophic structural separation, highlighting its significance in
ensuring aircraft safety.This study focuses on the modeling, shape optimization, and
analysis of an aircraft wing-fuselage lug attachment bracket. The methodology involves
designing and optimizing the bracket's shape using various materials, followed by finite
element modeling (FEM) and structural analysis to evaluate stresses and deformations.
Furthermore, fatigue damage analysis is conducted to assess the bracket's behavior under
repeated cyclic loading. The results demonstrate the potential for significant mass
reduction without compromising structural integrity.
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Abstract

Cancer remains one of the leading causes of death worldwide, making early detection essential
for improving survival rates and reducing the burden on healthcare systems. Traditional
diagnostic approaches often depend on manual interpretation by medical professionals, which
can be time-consuming and susceptible to human error. This study introduces a Vision
Transformer (ViT)-based deep learning model for the automated detection of cancer from
medical images, including CT scans, MRIs, and histopathology slides. The ViT architecture
utilizes self-attention mechanisms to effectively capture both global and local image features,
enabling the model to identify subtle patterns associated with cancerous tissues more
accurately than conventional convolutional neural networks. To enhance accessibility and
usability, the trained model is integrated into a Flask-based web application, allowing users
to upload medical images and receive real-time predictions through a user-friendly interface.
The system is designed to assist radiologists and clinicians by providing a second opinion,
thus enhancing diagnostic accuracy and enabling faster decision-making. The model is trained
and evaluated on publicly available datasets, demonstrating high performance in terms of
accuracy, sensitivity, and specificity across multiple types of cancer. By combining cutting-
edge deep learning techniques with a practical deployment framework, this work presents a
scalable and effective solution for early cancer detection. The results highlight the potential
of Vision Transformer models to transform diagnostic practices in clinical settings, supporting
timely intervention and improved patient outcomes through Al-powered healthcare tools.
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Abstract

The Electrocardiogram (ECG) classification system is developed to accurately detect and
classify a wide range of cardiac conditions including Left Bundle Branch Block (LBBB),
Normal Sinus Rhythm, Premature Atrial Contraction (PAC), Premature Ventricular
Contractions (PVC), Right Bundle Branch Block (RBBB), and Ventricular Fibrillation (VF).
Accurate detection of these abnormalities is critical for early diagnosis and effective treatment
of cardiovascular diseases, which remain a leading cause of mortality worldwide. This study
introduces a hybrid deep learning model combining Convolutional Neural Networks (CNNs)
and Long Short-Term Memory (LSTM) networks. CNNs are employed for their ability to
automatically extract local and spatial features from ECG signal patterns, while LSTMs are
integrated to capture the temporal dependencies within these time-series signals. This hybrid
architecture allows the system to effectively model the dynamic and complex nature of ECG
data. The model is trained on benchmark ECG datasets and optimized to enhance
classification performance, aiming to achieve an accuracy rate exceeding 97%. The system is
designed to support real-time monitoring, making it suitable for integration into wearable
health monitoring devices, hospital diagnostic systems, and remote telemedicine platforms.
With high precision and low latency, the model provides a dependable solution for healthcare
professionals to monitor patient heart activity continuously and intervene promptly when
anomalies are detected. Ultimately, this research contributes to the advancement of automated
cardiac diagnostics, offering a scalable and efficient tool to improve clinical outcomes and
reduce the burden on manual ECG interpretation by clinicians.
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Abstract

The proposed system focuses on predicting and analyzing employee productivity using a web-
based application. By collecting punch-in/punch-out times and task completion percentages,
the system utilizes a Gradient Boosting Machine Learning model to predict whether an
employee is productive or not. The application integrates Python-based Flask for backend
development, MySQL for data storage, and a simple HTML frontend for data entry and result
visualization. Preprocessing steps involve time normalization and missing data handling,
which ensure model accuracy. The trained model is serialized using Pickle and deployed to
predict real-time productivity. This system not only enables visual performance tracking
through dynamic charts but also streamlines employee data management. Future
improvements include incorporating deep learning for enhanced accuracy and API-based real-
time monitoring. The solution demonstrates the efficiency of machine learning in modern
workplace analytics and promotes data-driven decision-making for organizations.
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Abstract

This project focuses on the prediction and detection of malicious URLS that are increasingly
being shared across popular social media platforms such as Instagram, YouTube Shorts, and
LinkedIn. With the rapid rise in user-generated content and the widespread sharing of external
links, cybercriminals are leveraging these platforms to distribute harmful URLSs that lead to
phishing websites, malware downloads, and data theft. These malicious links are often
disguised to appear legitimate, making it difficult for users and traditional security systems to
identify threats in real-time. To address this challenge, the proposed system integrates
Artificial Intelligence (Al) and Natural Language Processing (NLP) to analyze and classify
URLSs based on their structure, context, metadata, and behavioral patterns. The system goes
beyond traditional blacklisting methods by dynamically learning from new and evolving
threats, thus enabling real-time detection of suspicious URLs even if they have not been
previously reported. By examining URL characteristics such as domain reputation, path
components, redirection behavior, and surrounding textual content, the Al model can
accurately assess the likelihood of a link being malicious. The system is designed to be
deployed as a lightweight, scalable cybersecurity solution that can be integrated into web
browsers, mobile applications, or platform APIs. This proactive approach significantly
enhances user safety, reduces dependency on manual reporting, and minimizes the potential
damage caused by delayed threat responses. Ultimately, the project aims to build an
intelligent, preventive cybersecurity tool that safeguards users from online threats by
identifying and neutralizing malicious URLSs before they cause harm.
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Abstract

Brain stroke is a critical and life-threatening medical condition that demands immediate
diagnosis and prompt intervention to reduce the risk of long-term disability or death. Timely
and accurate identification of stroke type and location is crucial for effective treatment, yet
conventional diagnostic techniques such as MRI and CT scans often depend heavily on
radiological expertise and can be time-consuming, which may delay urgent clinical decisions.
To address these limitations, this study presents a deep learning-based automated brain stroke
detection system utilizing the ResNet-50 convolutional neural network (CNN), a powerful
and widely recognized architecture for image classification tasks. The ResNet-50 model is
trained on a curated dataset of annotated brain scan images that include various types of
strokes and normal cases. Through its residual learning framework, ResNet-50 is able to
extract deep hierarchical features and effectively distinguish stroke-affected regions from
normal brain tissue. Extensive experiments are conducted to evaluate the model's
performance, demonstrating high levels of classification accuracy, precision, recall, and F1-
score, thus confirming the system's robustness in identifying stroke conditions. The proposed
system significantly reduces diagnostic latency and provides consistent results, potentially
supporting radiologists and neurologists in real-time clinical environments. Moreover, the
solution holds promise for deployment in emergency departments, rural healthcare centers,
and portable diagnostic systems, making stroke diagnosis more accessible and efficient. By
integrating artificial intelligence into the diagnostic workflow, this approach enhances the
speed and accuracy of stroke detection, ultimately contributing to improved patient care and
outcomes.
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Abstract

This project presents an intelligent mobile application for real-time plant disease detection
using a hybrid deep learning model combining Convolutional Neural Networks (CNN) and
Long Short-Term Memory (LSTM) networks. The proposed system aims to assist farmers and
agricultural experts by identifying plant diseases from leaf images captured through a mobile
device. The CNN component is responsible for extracting spatial features from the images,
while the LSTM network enhances prediction accuracy by learning temporal and sequential
patterns, enabling robust classification performance. A Flask-based REST API is developed
to serve the trained model, acting as a bridge between the maobile application and the backend
Al engine. The mobile front-end is developed using React Native, allowing cross-platform
deployment and real-time disease diagnosis. Users can upload leaf images, and the app
communicates with the Flask API to receive the classification result, indicating whether the
plant is healthy or affected by a specific disease. Experimental results show that the hybrid
CNN-LSTM model achieves an impressive classification accuracy of 97%, demonstrating the
effectiveness of combining spatial and temporal feature learning. This solution offers a
scalable, user-friendly, and efficient tool to support modern precision agriculture and
minimize crop loss.

Fig. 1: Architecture Contribution Distribution in Hybrid CNN-LSTM Plant Disease Detection System

Fig. Architecture Contribution Distribution in Hybrid CNN-LSTM Plant Disease Detection System
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Abstract

This project presents the implementation of a robust and secure network architecture on
Amazon Web Services (AWS) using nested Virtual Private Network (VPN) servers. Deployed
within public subnets, these VPN servers facilitate secure communication and access to an
EC2 instance residing in a private subnet. The nested VPN setup enhances the overall security
posture, ensuring a layered defense mechanism for data transmission within the AWS
environment.To monitor and analyze network activities, CloudWatch integration has been
incorporated. CloudWatch provides comprehensive logging capabilities, allowing for the real-
time tracking and analysis of VPN connections and system-level activities. This logging
infrastructure aids in identifying potential security threats, ensuring proactive measures can
be taken to safeguard the network. The project showcases the synergy between secure
networking and advanced logging through the deployment of VPN servers in tandem with
CloudWatch. This combination not only facilitates secure remote access to resources in private
subnets but also empowers administrators with insights into network behavior, enabling them
to promptly respond to and mitigate potential security incidents. The resulting network
architecture serves as a scalable and flexible solution for organizations seeking to establish a
robust, secure, and monitored AWS infrastructure.

Security Enhancements in Nested VPN Architecture

Fig. Final Graph
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Abstract

In the digital age, customer feedback plays a crucial role in shaping business strategies and
enhancing customer satisfaction. Sentiment analysis, a subfield of Natural Language
Processing (NLP), offers an effective way to automatically interpret opinions expressed in
textual reviews. This paper presents a comparative study of various Machine Learning (ML)
and Deep Learning (DL) models for sentiment analysis of customer feedback. Based on our
initial evaluation, models such as Logistic Regression (82%), Random Forest Classifier
Support Vector Machine (89%), LSTM (91%), and Naive Bayes (79%) demonstrated ,(%86)
varying degrees of accuracy in sentiment classification. While LSTM performed best among
these, we observed limitations in handling context and semantic nuances. To address this, we
propose the implementation of BERT (Bidirectional Encoder Representations from
Transformers), a pre-trained transformer-based model known for its superior understanding
of contextual relationships in text. The objective of integrating BERT is to enhance model
accuracy and overall sentiment prediction performance. Our approach aims to bridge the gap
between traditional methods and state-of-the-art language models, providing a more robust
and accurate system for sentiment analysis in customer feedback.
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Abstract

In today's digital age, web application security is more crucial than ever. As cyber threats
evolve, it becomes essential to identify vulnerabilities that could potentially compromise
sensitive data. This project focuses on developing a command-line vulnerability scanner
specifically designed to detect Cross-Site Request Forgery (CSRF) and Directory Traversal
vulnerabilities in web applications. The scanner is built using Python and incorporates
automated login handling to ensure it can scan authenticated web applications. A web-based
dashboard, built with Flask and React, provides a userfriendly interface for interacting with
the scanner and viewing detailed vulnerability reports. This project aims to improve the
security posture of web applications by providing an accessible and efficient tool for detecting
and mitigating critical vulnerabilities. Through the integration of SQLite for storing scan
results and reports, this tool serves as an effective solution for developers, security analysts,
and organizations looking to secure their online platforms.posture of web applications.
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Abstract

Manual attendance systems are often inefficient, prone to errors, and vulnerable to
manipulation. This project introduces a Smart Attendance System—an innovative mobile
application designed to streamline the attendance process through technology-driven
automation. The application supports secure login, biometric-based check-in, real-time cloud
syncing, and intuitive dashboard analytics for faculty and administrators. Built using a robust
tech stack including React Native for cross-platform development, Node.js for backend
processing, and MongoDB for cloud storage, the system ensures high availability and data
integrity. Additional features include location-based verification, notification alerts, and
detailed attendance reporting. The solution not only enhances operational efficiency but also
ensures transparency and accuracy. This approach replaces traditional methods with a
scalable, user-friendly, and intelligent solution tailored for academic institutions. Future
enhancements may incorporate facial recognition and Al-based attendance predictions to
further improve reliability.
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Abstract

In today’s digital age, possession and control over digital data are essential to safeguarding
privacy and intercepting identity theft. Conventional identity management systems often leave
the user's personal data in the hands of applications of third-party, allowing individuals to have
some restrictions in control and possession. To meet this challenge, the new approach called
Decentralized Digital Identity Management has emerged, and aims to enhance users by
allowing them to control over their identity data. This article proposes a decentralized identity
management system created with blockchain technology. Due to the nature of decentralization
and encryption, blockchain provides a secure and tamper-proof environment for stockpiling
identity data. By exploiting hashing algorithms and smart contracts, the proposed system
escalate security and allows only legitimate users to interact with identitybased services. Key
features of the proposed system include the secure implementation of smart contracts where
function calls are only performed when verifying a trusted issuers. This approach not only
improves data possession and privacy but also provides a scalable and secure solution for
identity management in the digital age.
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Abstract

In today's fast-paced professional environment, effective networking is a critical component
of career and business development. Traditional event networking methods often fall short in
providing meaningful and timely connections. This paper presents the design and
implementation of an Event Networking App aimed at enhancing attendee engagement and
facilitating real-time, context-aware networking during conferences, seminars, and business
events. The app leverages user profiles, interest tagging, and geolocation to intelligently
suggest potential connections and initiate conversations before, during, and after the event.
Core features include Al-powered match recommendations, QR code-based contact
exchanges, agenda integration, and real-time chat functionality. A pie chart-driven analytics
dashboard visualizes user interaction metrics such as total connections made, interest
overlaps, and engagement levels. Preliminary testing at a mid-scale industry event
demonstrated a 65% increase in meaningful interactions compared to traditional methods. The
app’s architecture is scalable and integrates with existing event management systems,
providing organizers with insights into networking efficacy. Future enhancements include
machine learning-based intent prediction and augmented reality (AR) features for on-site
navigation and interaction. This paper contributes to the growing field of event tech by
offering a user-centric, data-driven approach to professional networking.
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Abstract

In the digital era, ensuring secure and reliable web hosting is essential for protecting sensitive
user data and building trust. This project presents a comprehensive solution for secure web
application deployment using Microsoft Azure, with a focus on enabling HTTPS through
Azure Managed Certificates, ensuring automated SSL/TLS encryption and renewal. To
enhance protection against cyber threats, we integrate Azure Web Application Firewall
(WAF) and DDoS Protection, which defend against malicious traffic and attacks.
Additionally, Azure Front Door is implemented to provide global load balancing, faster
content delivery, and optimized traffic routing, improving both security and performance. This
cloud-based approach reduces manual configuration, supports compliance with modern
security standards, and delivers a scalable, automated, and secure web hosting environment
suitable for real-world applications.
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Abstract

The Women Safety and Tracking System is an Android-based application designed to enhance
the safety and security of women by leveraging GPS technology, real-time communication,
and smart alert mechanisms. The system enables women, along with their family members or
guardians, to track their location with high accuracy, providing peace of mind and a swift
response to emergencies. The application incorporates real-time GPS tracking to display the
woman’s precise location on a map. It includes features such as geofencing, which allows
users to set predefined safe zones and receive instant alerts if the woman ventures outside
these areas. Additionally, the system provides SOS functionality, enabling the woman to send
distress signals with her location in critical situations. The app emphasizes user-friendliness,
with an intuitive interface for users to monitor and manage alerts. It allows for quick access
to movement history and provides additional features for enhanced safety. The backend of the
application ensures data privacy and security through encryption and secure server
communication. Designed to address the growing need for women’s safety in both urban and
rural environments, this application is a practical and accessible solution for individuals and
families. By integrating advanced technology and robust safety features, the Women Safety
and Tracking System empowers women to ensure their security in real time, while also
offering peace of mind to their loved ones.
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Abstract

Customer feedback is a crucial source of insights for businesses. Understanding complaints
and suggestions helps improve products and services. This study analyzes customer feedback
using text mining techniques. Sentiment analysis is used to categorize responses into key
themes. Common complaints are identified to highlight recurring issues. Customer
suggestions are examined to find areas for improvement. The study leverages machine
learning for automated classification. Feedback data is collected from various online platforms
and surveys. Pattern and trends in complaints are analyzed systematically. The impact of
identified issues on customer satisfaction is assessed. Insights help businesses address critical
pain points effectively. Proactive strategies are suggested based on the findings. Businesses
can enhance service quality using data-driven decisions. Implementing changes based on
feedback improves brand reputation. Customer-centric approaches lead to long-term loyalty
and trust. Continuous feedback analysis fosters ongoing product refinement. This study
contributes to better customer experience management. Findings support strategic planning
for business improvement. Organizations can stay competitive by adapting to customer needs.
Using feedback-driven strategies ensures sustained business success.
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The proposed project is a web-based platform designed to connect daily wage earners with
potential clients, providing a direct and accessible way for workers to find employment
opportunities. Many local laborers, such as electricians, plumbers, carpenters, painters,
construction workers, and other skilled or unskilled workers, face challenges in securing
regular work due to the absence of a structured hiring system. This platform serves as a bridge
between clients and daily wage workers, enabling clients to search, sort, and directly contact
workers based on their service type and location. Key features of this system include a direct
contact option, allowing clients to call or message workers without intermediaries, ensuring
quick access to services and eliminating third-party commissions. A location-based sorting
feature helps clients find the nearest available workers, ensuring convenience and efficiency
in hiring. To facilitate better communication, the platform includes a call feature, enabling
clients and workers to discuss job details, availability, and pricing before finalizing the work.
Additionally, to reduce the risk of fraudulent listings, the system ensures that only verified
worker details are posted, making it a trustworthy platform for both workers and clients.
Technically, the platform is built with a secure and scalable database that ensures real-time
updates and easy data management. The system is designed to handle efficient worker
searches, user-friendly interactions, and seamless communication between clients and
workers. The primary goal of this project is to enhance job opportunities for daily wage earners
by increasing their visibility and accessibility to clients. At the same time, it offers clients a
budget-friendly and reliable solution to hire workers for their service needs. By removing
middlemen and promoting direct worker-client interaction, this platform creates a fair,
transparent, and efficient hiring system, benefiting both workers and service seekers.

References:

1. M. Ramesh, M. Bhatia, A. Sharma, Int. J. Comput. Appl., vol. 183(22), (2021), A Web-
Based Application to Connect Local Service Providers with Customers.

2. V.Kumar, R. Singh, A. Patel, J. Emerg. Technol. Innov. Res., vol. 7(6), (2020), Bridging
the Gap Between Daily Wage Earners and Employers Using Mobile and Web Platforms.

3. S. Singh, R. Jain, G. Kaur, Int. J. Eng. Res. Technol., vol. 11(2), (2022), Design and
Development of a Digital Platform for Local Labor Market Access.

81



Intelligent Resume Analyzer Using NLP

Naresh RY, Praveen kumar?®, Gokul J*, Yamini V! Revathi A?

UG Scholar?, Assistant Professor?
12 Gojan School of Business and Technology, Redhills, Tamil Nadu, India — 600052

Abstract

The hiring process is often inefficient and time-consuming, requiring extensive manual effort
to screen numerous resumes. Traditional recruitment methods involve subjective decision-
making, which can lead to biases and inconsistencies. To address these challenges, this
Resume Analyzer automates resume evaluation using Natural Language Processing (NLP).
The system enables recruiters to match resumes with predefined job criteria efficiently.
Candidates upload resumes in TXT, PDF, or DOCX formats, which are processed to extract
key details such as skills, experience, and education. A scoring algorithm then assigns
relevance scores to each resume, ranking candidates based on their suitability for a given role.
By minimizing human intervention in the initial screening process, this system enhances
efficiency, reduces workload, and ensures an unbiased recruitment approach. Built with
Python, Stream lit, PostgreSQL, and advanced NLP libraries, the system leverages machine
learning models to improve accuracy over time. It applies Named Entity Recognition (NER),
keyword extraction, and text classification techniques to identify and analyze candidate
profiles effectively. The platform provides recruiters with structured feedback and detailed
insights into applicant suitability, enabling data-driven hiring decisions. Real-time resume
ranking, automated feedback, and customizable job criteria ensure that recruiters can
efficiently manage a high volume of applications. Furthermore, deep learning techniques and
contextual understanding enhance the precision of job-candidate matching, making the system
adaptable for various industries.
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Plant diseases significantly impact agricultural productivity, leading to economic losses and
food security concerns. Traditional methods of disease detection involve manual inspection,
which is time-consuming, requires expert knowledge, and may not be scalable for large farms.
To address this issue, this project focuses on an automated Hydroponics plant Disease
Diagnosis and Treatment System using deep learning techniques. The system leverages the
PlantDoc Dataset, which contains a diverse set of healthy and diseased plant leaf images
across multiple species. The proposed model uses an advanced CBAM-ResNet architecture,
which integrates Convolutional Block Attention Module (CBAM) with ResNet to enhance
feature extraction and improve classification accuracy. The system processes leaf images
through image pre-processing techniques such as resizing, normalization, and augmentation
to ensure robustness. The preprocessed images are then fed into a deep convolutional neural
network, which classifies the leaves into different disease categories or as healthy. Once a
disease is detected, the system provides suitable treatment recommendations based on
agricultural best practices. Compared to existing systems, which rely on basic Convolutional
Neural Networks (CNNs) or traditional machine learning classifiers, our approach enhances
accuracy and generalization. The integration of CBAM in ResNet allows the model to focus
on relevant image features, thereby improving disease detection efficiency. The expected
outcome of this project is a high-accuracy, real-time disease detection system that assists
farmers in early disease identification and treatment. This project contributes to precision
agriculture by minimizing crop loss, reducing reliance on chemical treatments, and promoting
sustainable farming practices. The system architecture ensures adaptability, enabling future
enhancements with additional datasets and disease classifications.
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Comparative analysis of time series forecasting for sales data contrasts statistical and machine
learning methods, aiming to pinpoint the most effective prediction approach for business
planning. Statistical models like ARIMA, SARIMA, and Exponential Smoothing are
evaluated alongside machine learning models such as LSTM, RNNs, and Gradient Boosting.
Diverse sales datasets, encompassing varying product lines and market conditions, are
employed. Performance is rigorously assessed using metrics including MAE, RMSE, and
MAPE, quantifying prediction accuracy. The study systematically compares model strengths
and weaknesses, considering factors like data volume, seasonality, promotional impacts, and
computational demands. The objective is to provide practical guidance on selecting optimal
forecasting techniques, thereby improving sales prediction accuracy and operational
efficiency. Feature engineering, incorporating external variables like economic indicators and
marketing campaigns, is investigated for its impact on model performance. Hyper-parameter
tuning is performed to maximize prediction accuracy across both statistical and machine
learning models. The findings elucidate the trade-offs between model complexity and
prediction accuracy, emphasizing the importance of selecting a method tailored to the specific
characteristics of the sales data. This analysis provides valuable insights for sales analysts and
managers, enabling improved forecasting accuracy and supporting data-driven decision-
making, ultimately enhancing revenue projections and inventory optimization. The research
also explores the interpretability of different models, aiding in understanding the factors
driving sales fluctuations. Furthermore, the study considers the robustness of models to
outliers and missing data, crucial for real-world sales forecasting scenarios.
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The research develops an Al-driven diagnostic system using cloud service to detect and
predict brain tumors, kidney failure, lung failure, Parkinson’s disease, and liver cancer.
Leveraging the Mobi Net algorithm with 99.67% accuracy, it enhances real-time diagnostics
through medical imaging. Datasets from Kaggle were pre processed and compared against
models like CNN, LSTM, and Random Forest. Mobi Net demonstrated superior accuracy and
efficiency, outperforming existing models. This system offers a promising tool for healthcare
professionals to enable timely and accurate diagnoses. Data mining for healthcare is an
interdisciplinary field of study that originated in database statistics and is useful in examining
the effectiveness of medical therapies. Machine learning and data visualization diabetes-
related heart disease is a kind of heart disease that affects diabetics. Diabetes is a chronic
condition that occurs when the pancreas fails to produce enough insulin or when the body fails
to properly use the insulin that is produced. Heart disease, often known as cardiovascular
diseases, refers to a set of conditions that affect the heart or blood vessels.
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The integration of Business-to-Business (B2B), Consumer-to-Business (C2B), and Business-
to Consumer (B2C) models within a single e-commerce platform for sustainable products
presents a transformative approach to modern digital commerce. This paper explores the
design, development, and implementation of a multi-faceted e-commerce ecosystem that
fosters sustainability while optimizing supply chain efficiency and customer engagement.
The proposed platform enables businesses to sell sustainable, reversible products directly to
consumers (B2C), while also facilitating bulk transactions and partnerships between
businesses (B2B). Additionally, the inclusion of a C2B model allows consumers to return
used products for recycling, resale, or upcycling, promoting a circular economy. By
integrating these models, the platform enhances resource efficiency, reduces waste, and
creates a closed-loop system where products maintain their value for extended periods. From
a technological perspective, the website leverages HTML, CSS, JavaScript, and React for an
interactive and user-friendly frontend, while MySQL ensures robust backend data
management. Key features include dynamic pricing, automated reverse logistics, Al driven
product recommendations, and blockchain-based authentication for transparency
in sustainability claims. This integrated approach benefits various stakeholders: businesses
gain access to both wholesale and direct consumer markets, consumers actively participate
in sustainability efforts while receiving incentives for product returns, and manufacturers can
source recycled materials efficiently. The model also aligns with global environmental goals
by reducing carbon footprints and minimizing landfill waste. In conclusion, the convergence
of B2B, C2B, and B2C in a sustainable e-commerce platform creates a scalable, profitable,
and eco-friendly business model. This research provides insights into best practices,
challenges, and opportunities in developing an innovative e-commerce solution that supports
both economic growth and environmental sustainability. Future work will explore Al driven
automation and blockchain integration for enhanced efficiency and transparency.
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The wearable health monitoring and alert system provides real-time tracking of vital health
parameters, including blood pressure, heart rate, blood oxygen level, and body temperature,
using advanced sensors. This system is designed for accident prevention and health
management, offering quick alerts and assistance, particularly for elderly or medically
vulnerable individuals. Additionally, it helps detect convulsions. The system utilizes a
gyroscopic sensor to detect accidents, which generates electrical signals to the device. Based
on these signals, the accident is classified as either major or minor. The data is transmitted to
a cloud server for analysis and storage. GSM technology sends emergency alerts to the user's
family, nearby hospital, and ambulance, while GPS tracks the user's location and helps identify
the nearest hospital. This integrated approach improves emergency response times and ensures
the wearer's safety.
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Communication is fundamental to human interaction, yet individuals with hearing or speech
impairments often face significant barriers. To address this challenge, we propose a real-time
sign language translation device that converts sign language gestures into spoken audio and
written text across multiple languages. The system leverages advanced gesture recognition,
machine learning, and natural language processing to ensure accurate and responsive
communication. It consists of a sensor-based input module to capture hand movements, a
processing unit for gesture classification, and a multilingual translation engine for output
delivery in audio and text formats. This device aims to enhance inclusivity by enabling
smoother interactions between deaf or hard-of-hearing individuals and the wider community.
Its multilingual capabilities also support global communication, making it applicable in
education, workplaces, public services, and emergency response. This innovation has the
potential to significantly reduce communication barriers, promoting greater accessibility and
understanding in diverse social and professional settings.
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The development of smart bionic arms marks a major advancement in prosthetics,
significantly improving mobility and quality of life for individuals with limb loss. However,
current systems are often costly due to their complexity and efficiency requirements. To
address these challenges, we propose a smart bionic arm system enhanced with Machine
Learning (ML) for optimized motor control. Electromyography (EMG) sensors are utilized to
capture nerve signals, which are then amplified and processed to drive motor functions based
on predefined gestures. One major limitation in traditional systems is the high latency between
brain signals and mechanical arm responses. By integrating ML algorithms, we aim to
minimize this latency, ensuring faster and more natural movements. Our approach not only
enhances operational efficiency but also reduces the overall cost by streamlining the signal
processing architecture. Future work will focus on expanding gesture libraries, improving
sensor accuracy, and integrating adaptive learning techniques to personalize prosthetic
responses over time. The proposed system demonstrates a promising step toward affordable,
intelligent prosthetic solutions that closely mimic natural limb movements.
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Abstract

The rapid growth of the Internet of Things (I0T) and edge computing has driven the need for
efficient, cost-effective, and accessible hardware solutions. This project presents the
development of an open-source 10T microcontroller board specifically designed for edge
computing applications. The board integrates a low-power microcontroller with built-in
wireless connectivity, enabling real-time data processing at the edge while reducing reliance
on cloud resources. Emphasizing open-source hardware and software framewaorks, the system
promotes adaptability, scalability, and community-driven development. Key features include
onboard sensors, energy-efficient architecture, and support for common loT protocols. This
development aims to empower hobbyists, researchers, and developers with a flexible platform
to build smart, connected systems with minimal latency and enhanced data security, ultimately
contributing to the democratization of 10T edge computing technology.
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Ensuring the safety of women and children is a pressing concern in today’s world. This project
presents a real-time embedded system designed to enhance personal security by integrating
GPS-based tracking and SOS alert mechanisms using FreeRTOS. The system leverages a
microcontroller environment with FreeRTOS to manage multiple tasks efficiently, such as
location tracking, emergency message dispatching, and sensor monitoring. Upon detecting
danger or receiving a manual SOS input, the device immediately sends the user’s real-time
location and a distress message to predefined contacts through GSM or 1oT communication
modules. Additionally, features like motion sensors and fall detection add another layer of
protection. The implementation of Free RTOS ensures timely and reliable task scheduling,
improving the system’s responsiveness in critical situations. This solution offers an affordable,
portable, and effective way to safeguard vulnerable individuals, promoting a sense of security
and quick emergency response.
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This project presents an Al-integrated smart glass system designed to assist visually impaired
individuals by providing real-time object recognition, text-to-speech conversion, facial
recognition, voice command response, and navigation assistance. Existing smart glasses like
Envision and OrCam offer similar features but are often expensive, power-intensive, and may
pose privacy concerns. The proposed system addresses these limitations by incorporating cost-
effective components such as the ESP32-CAM, touch sensors, and a 3.3V regulator, ensuring
both affordability and efficiency. It supports offline functionality, haptic feedback, and
integrates with cloud servers for extended capabilities. Through speech feedback and object
detection, the smart glasses enhance user independence, safety, and access to information,
contributing significantly to inclusive technology. This innovation aims to empower visually
impaired individuals in daily activities and education, bridging the gap between them and the
sighted community. Development tools include Arduino IDE, Python, and embedded C++ for
seamless hardware-software integration.
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Railway systems are a critical component of transportation infrastructure, but they face
persistent challenges related to safety, particularly in preventing collisions. This project
proposes an intelligent collision avoidance system leveraging LoRaWAN (Long Range Wide
Area Network) technology to enhance railway safety and efficiency. LoRaWAN is a low-
power, long-range communication protocol ideal for real-time monitoring over vast distances,
making it suitable for railway networks.The system utilizes a network of sensors,
microcontrollers, and LoRa transceivers placed on trains and along railway tracks to monitor
train positions, speed, and track occupancy. Data from these nodes is transmitted via
LoRaWAN to a centralized control unit, which processes the information and issues real-time
alerts or automated responses to prevent potential collisions. By integrating loT and
LoRaWAN, this solution provides a cost-effective, scalable, and intelligent approach to
railway collision avoidance, contributing to safer and smarter transportation systems.The
architecture supports low-latency communication, energy efficiency, and wide coverage,
ensuring reliable operation in remote and rural areas where conventional networks may be
limited.
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Abstract

The "Intelligent Fan Safety System for Babies" is a smart solution designed to enhance infant
safety and comfort in home environments. Traditional fans, while essential for cooling, can
pose risks such as direct airflow, overcooling, and accidental contact with blades. This system
addresses these concerns by integrating sensors and automation to create a responsive, baby-
friendly environment. Using temperature, motion, sound, and proximity sensors connected to
a microcontroller, the system monitors the baby's surroundings in real time. Based on the data
collected, it intelligently adjusts fan speed or shuts it off if unsafe conditions are detected—
such as when a baby is too close or starts crying. Additionally, the system can send alerts to
parents via a mobile app for quick intervention. This project demonstrates how loT and
embedded technology can be applied to everyday appliances, ensuring both safety and
convenience for modern parenting. It promotes proactive care and peace of mind for
caregivers.
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Abstract

The IV Drip Controlling and Monitoring System is an loT-based healthcare solution designed
to automate and improve the traditional intravenous therapy process. Conventional 1V systems
depend on manual monitoring, which often results in issues such as over-infusion, under-
infusion, reverse blood flow, and delayed interventions. This project aims to solve these
problems using flow sensors, an ESP8266 (NodeMCU) microcontroller, and Firebase cloud
services. The system measures real-time drip rates, automatically adjusts flow using a servo
motor, and alerts healthcare staff via a mobile application when abnormalities are detected.
This reduces manual errors, enhances patient safety, and allows healthcare providers to
monitor and control IV flow remotely. The integration of automation and loT offers a cost-
effective and scalable solution suitable for modern hospitals and rural healthcare setups.
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Abstract:

This project presents an integrated air quality monitoring system that utilizes an ESP32
microcontroller, interfaced with various gas sensors, to monitor air quality at three distinct
locations. The system employs multiple gas sensors to measure air pollutants such as carbon
dioxide (CO2), ammonia (NH3), and methane (CH4). The collected sensor data is transmitted
to a Python script for further processing, where advanced predictive models analyze the data
to forecast air quality conditions. The Python script processes the sensor readings, applies the
predictive algorithms, and returns the predicted air quality data to the ESP32 microcontroller.
In turn, the ESP32 displays this information on a real-time LCD screen, offering a visual
representation of the air quality in the monitored locations. This continuous and dynamic
monitoring system allows for the tracking of environmental conditions across different
locations, providing insights into air pollution levels. The predictive model not only helps in
anticipating air quality trends but also aids in taking proactive measures to manage pollution.
By leveraging this system, communities and environmental managers can access real-time,
actionable data on air quality, which supports better decision-making and fosters public
awareness on air pollution issues. Furthermore, the ability to monitor multiple locations
simultaneously enhances the system's utility in large-scale environmental management
initiatives, helping mitigate health risks associated with poor air quality. This approach serves
as a cost-effective, efficient, and scalable solution for real-time air quality monitoring and
prediction, contributing to environmental sustainability and public health improvement.
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Abstract

The Smart Medical Health Card System (SMHCS) is a digital solution designed to enhance
healthcare delivery by integrating patient information into a secure, accessible platform. It
enables real-time access to essential medical records, promotes seamless communication
among healthcare providers, and strengthens data security. The current healthcare systems
often face challenges due to lack of integration with Electronic Health Records (EHR) and
Laboratory Information Management Systems (LIMS), resulting in data silos and potential
medical errors. SMHCS addresses these issues by incorporating RFID technology, fingerprint
sensors, and cloud-based storage to allow efficient and secure retrieval of patient data. It
reduces administrative workload, facilitates faster emergency responses, and improves overall
patient safety. By digitizing patient health data and enabling instant access for authorized
personnel, SMHCS streamlines hospital operations and supports informed decision-making.
This project highlights the potential of digital transformation in healthcare, offering a cost-
effective and patient-centric approach to modern medical management.
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The increasing demand for sustainable and eco-friendly transportation options has led to a
surge in interest in electric bicycles (e-cycles). However, the high cost associated with
purchasing a new e-cycle has limited the accessibility of this technology. This research focuses
on the fabrication of a cost-effective electric bicycle conversion kit, aimed at converting
conventional bicycles into electrically assisted e-cycles. The conversion kit comprises key
components such as a brushless DC motor, lithium-ion battery pack, motor controller, pedal-
assist sensor, and an intuitive user interface. The process begins with the careful selection and
integration of these components to ensure compatibility and optimal performance. The
brushless DC motor, chosen for its efficiency and reliability, is mounted on the bicycle frame,
with attention to weight distribution and aerodynamics. The heart of the conversion kit is the
lithium-ion battery pack, designed for high energy density and longevity. The battery is
securely attached to the bicycle frame, considering factors such as weight balance and ease of
removal for charging. To enhance user experience and optimize power consumption, a
sophisticated motor controller is incorporated, offering variable speed control and efficient
energy management. Pedal-assist functionality is implemented through a sensor system that
detects the rider&#39;s pedalling motion. The user interface includes a display unit mounted
on the handlebars, providing real- time information such as speed, battery level, and distance
travelled. The fabrication process involves careful attention to safety standards, durability, and
ease of installation.
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Abstract

The EEZY bot ARM project focuses on the design, development, and implementation of a
simple yet functional 3D-printed robotic arm aimed at educational and experimental use. This
project serves as an accessible introduction to robotics for students, hobbyists, and makers by
integrating key concepts of mechanical design, electronics, and programming. Utilizing low-
cost components such as MG90S servo motors, an Arduino UNO, and 3D-printed structural
parts, the EEZY bot ARM demonstrates how advanced robotic systems can be recreated on a
small scale for learning and demonstration purposes. The report details the complete
development process, including the design philosophy, CAD modeling, component selection,
assembly process, and programming logic. It also explores the control system for manual
operation and potential enhancements like Bluetooth or mobile app integration. The results
showcase the arm’s performance in terms of movement range, responsiveness, and load
capacity, while also identifying limitations and opportunities for improvement. With its open-
source design and modular construction, the EEZY bot ARM is a valuable platform for hands-
on learning and further innovation in robotics. Its applications span educational environments,
maker communities, and personal projects, making it a practical tool for anyone interested in
exploring the field of robotics and automation.
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Abstract

This project investigates the impact of a water jet on various surfaces to analyse its force,
energy transfer, and practical applications. Water jets are widely used in industrial cutting,
cleaning, and hydro-power systems due to their high-velocity impact capabilities. The study
explores how factors such as jet velocity, nozzle diameter, and impact angle influence the
force exerted by the water jet. An experimental setup was designed to measure the impact
force under controlled conditions. Data was collected through systematic trials, and theoretical
calculations were performed using fluid mechanics principles, including Bernoulli’s equation
and momentum analysis. The results were analysed to determine the relationship between jet
parameters and impact force. Findings indicate that higher jet velocity and smaller nozzle
diameters lead to greater impact force, making water jets effective for material processing and
erosion studies. This research highlights the efficiency of water jets in various applications,
providing insights into their optimization for industrial use. Future studies could explore
different fluid types and surface materials to expand the understanding of water jet behavior.
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Abstract

This project presents the design and implementation of an loT-Based Smart Home Automation
and Security System aimed at enhancing user convenience and home safety. The system
enables users to remotely monitor and control various household appliances through a mobile
or web-based application. It also ensures comprehensive home security by integrating real-
time surveillance and instant alerts for suspicious or hazardous events. The system architecture
incorporates microcontrollers such as Raspberry Pi or ESP8266, connected with a range of
sensors including motion detectors, door sensors, and gas leak sensors. Actuators are used to
control appliances like lights, fans, or door locks, while communication modules (Wi-Fi or
Bluetooth) facilitate seamless interaction between devices. The user interface allows easy
configuration of automation rules and provides instant notifications in case of security
breaches, such as unauthorized entry or detection of harmful gases. Cloud computing plays a
crucial role in storing sensor data and processing user commands, ensuring real-time
monitoring and access from anywhere. This also allows for scalable data management and
remote diagnostics. To maintain high levels of reliability and privacy, the system incorporates
encrypted communication protocols and multi-factor authentication for user access. By
combining automation with intelligent security features, the proposed system offers a
comprehensive smart home solution. It not only improves the quality of life through
convenience and energy efficiency but also provides peace of mind through proactive threat
detection and response capabilities. This makes the system highly adaptable for modern smart
homes.
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Abstract

This project focuses on the development of a long-range spy robot designed for enhanced
security and surveillance, especially in environments that require remote monitoring and
threat detection. The robot is equipped with a metal detection sensor to identify hidden or
dangerous metallic objects, such as weapons or landmines, adding an extra layer of safety in
critical areas. At the core of the system is the ESP32 microcontroller, which manages the
robot's overall functionality, including movement, sensor integration, and communication. A
camera module is installed to provide live video surveillance, allowing operators to observe
the surroundings in real-time. The robot is designed using cutting-edge technology, combining
dedicated sensors, wireless communication, and real-time control. It can be remotely operated
over long distances using Wi-Fi or another communication protocol, making it ideal for
military operations, disaster zones, border patrol, and industrial security. By combining
mobility, surveillance, and metal detection, this robot provides a powerful, compact, and
efficient solution for modern security challenges.
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The "Humanoid Face Robot™ project aims to design and develop a robotic system capable of
simulating human facial expressions to enhance natural interaction between humans and
machines. This robot features a lifelike face made of flexible materials such as silicone, driven
by servomotors to replicate facial muscle movements. It can display basic emotions like
happiness, sadness, anger, and surprise, making it more relatable and engaging in social
environments. The system is controlled by a microcontroller that coordinates facial gestures
in response to input from sensors such as cameras and microphones. These sensors enable the
robot to detect human faces and respond with appropriate expressions and limited voice
responses. The project integrates concepts from robotics, electronics, artificial intelligence,
and mechanical design to create an emotionally expressive robot. This humanoid face robot
can be applied in various fields including education, therapy, customer service, and elder
care—where emotionally intelligent machines can significantly improve user experience. The
project demonstrates how technology can be used to build socially aware robots that can
interact in a more human-like and empathetic manner.
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Abstract

The “Bionic Arm Robot” project focuses on the design and development of a robotic arm that
mimics the structure and function of a human arm, providing mobility and assistance to
individuals with upper limb disabilities or amputations. This project aims to create a cost-
effective and functional prosthetic solution that can respond to muscle signals or external input
to perform basic arm and hand movements such as lifting, gripping, and rotating. The robotic
arm is designed using lightweight materials like plastic and aluminium to ensure both
durability and ease of movement. It is powered by servomotors and controlled through a
microcontroller such as Arduino. For signal input, sensors like EMG (Electromyography) or
flex sensors are used to detect muscle activity or finger movement, which is then translated
into corresponding motions of the robotic arm. The system is the capable of performing tasks
such as picking up objects, holding tools, and making gesture movements. The mechanical
structure is inspired by human anatomy, with joints for the elbow, wrist, and fingers. The
control system is programmed to allow smooth, real-time movement, making the arm
responsive and practical. This project demonstrates the potential of robotics and biomedical
engineering to improve the quality of life for individuals with physical impairments. The
bionic arm robot not only serves as an assistive device but also contributes to the field of
wearable robotics and prosthetics. With further development, it can be integrated with
advanced sensors and Al for improved functionality and real-world applications.
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Abstract

This study examines the impact of financial inclusion initiatives on the growth of rural
banking in India. Over the past decade, the Indian government and various financial
institutions have launched several initiatives aimed at bringing banking services to
underserved rural areas. These efforts are essential for promoting economic empowerment,
improving access to financial products, and enhancing the overall financial literacy of rural
populations. The research investigates how financial inclusion programs, such as Pradhan
Mantri Jan Dhan Yojana (PMJDY), Direct Benefit Transfer (DBT), and the promotion of
digital banking, have influenced the growth and reach of rural banks in India. Through a
combination of quantitative data analysis and qualitative case studies, the study explores the
effects of these initiatives on the expansion of banking infrastructure, the increase in rural
account ownership, and the adoption of digital financial services. Additionally, the study
assesses the challenges faced by rural banking institutions, including issues related to
technological infrastructure, low financial literacy, and the reluctance of rural populations to
adopt new banking technologies. The findings suggest that financial inclusion initiatives have
led to a significant increase in the number of rural bank accounts, improved access to credit,
and facilitated financial independence for many rural families. However, the study also
identifies barriers to full financial inclusion, such as inadequate internet connectivity and
limited awareness of available services. The research concludes by providing
recommendations to enhance the effectiveness of financial inclusion efforts and further
promote the growth of rural banking in India.
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Abstract

Industrial accidents pose significant risks to workers, the environment, and organizations,
often resulting in severe financial, legal, and reputational consequences. This study
investigates strategies for preventing industrial accidents through effective safety
management, risk assessment, and organizational culture improvement. By examining key
factors that contribute to workplace incidents, such as human error, inadequate safety
protocols, and equipment failure, the research aims to identify proactive measures that can
mitigate these risks and foster a safer working environment. The study emphasizes the
importance of a comprehensive safety management system that includes regular training,
hazard identification, and the implementation of preventive maintenance practices.
Additionally, the role of leadership in promoting a safety-oriented culture is explored,
highlighting how management commitment and employee involvement are crucial in accident
prevention. Through case studies and analysis of accident reports, the research identifies
common patterns and provides actionable insights into the most effective preventative
measures. Furthermore, the study investigates the impact of technological advancements, such
as automation and real-time monitoring systems, in reducing the likelihood of industrial
accidents. The findings suggest that a combination of human-centered strategies,
technological innovation, and continuous improvement processes is essential for creating a
robust safety framework. Ultimately, this research underscores the need for a holistic approach
to industrial accident prevention, where safety is integrated into every aspect of operations.
The study contributes valuable knowledge to the field of industrial safety and provides
recommendations for organizations to enhance their accident prevention strategies, safeguard
workers, and ensure long-term operational sustainability.
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Abstract

This study examines employee health and well-being practices at ITC Limited, a leading
conglomerate in India. In today’s fast-paced and competitive work environment, employee
well-being is critical to enhancing productivity, job satisfaction, and overall organizational
success. The research explores various health and wellness initiatives implemented by ITC
Limited, focusing on both physical and mental health support systems. These include
healthcare facilities, stress management programs, fitness initiatives, work-life balance
policies, and the overall work environment that promotes employee welfare. The study
employs both qualitative and quantitative methods to analyze the effectiveness of these
initiatives. Surveys and interviews with employees across various departments provide
insights into their perceptions of the company’s health and well-being programs. The research
assesses key factors such as access to healthcare, mental health resources, physical activity
programs, and the company’s approach to fostering a supportive work culture. Furthermore,
the study evaluates the impact of these well-being initiatives on employee engagement,
retention, and performance. By comparing health and productivity data before and after the
implementation of these programs, the study identifies positive correlations between
employee well-being and enhanced organizational outcomes. The findings suggest that ITC
Limited’s comprehensive approach to employee health and well-being contributes
significantly to a healthier, more engaged workforce. However, the study also highlights areas
for improvement, particularly in addressing mental health challenges and ensuring inclusivity
in wellness programs. The research concludes by recommending strategies for enhancing
employee well-being to create a more supportive and productive work environment at ITC
Limited.
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Abstract

Employee absenteeism remains a critical concern for organizations across industries, affecting
productivity, operational efficiency, and overall business performance. This study investigates
the various factors contributing to employee absenteeism and its subsequent impact on
organizational outcomes. Absenteeism, whether due to health issues, personal reasons, or
workplace dissatisfaction, can lead to increased costs in terms of replacement workers,
overtime expenses, and reduced morale among remaining staff. The study explores both the
direct and indirect consequences of absenteeism, including the disruption of workflow, delays
in project timelines, and diminished team cohesion. Additionally, it examines the root causes
of absenteeism, focusing on workplace culture, management practices, employee well-being,
and job satisfaction as key determinants. Through a combination of surveys, interviews, and
case studies, this research aims to identify patterns and correlations between absenteeism rates
and organizational factors. The study also evaluates the effectiveness of various strategies for
mitigating absenteeism, such as flexible working arrangements, wellness programs, and
employee engagement initiatives. Furthermore, it assesses the financial impact of absenteeism
on organizational performance and suggests approaches for reducing absenteeism, including
improving workplace policies, fostering a supportive environment, and addressing employee
concerns proactively. The findings of this study provide valuable insights for businesses
seeking to minimize absenteeism and improve overall productivity and employee satisfaction.
By understanding the causes and effects of absenteeism, organizations can better implement
strategies that promote a healthy, engaged, and efficient workforce.
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Abstract

This study investigates the impact of Human Resource (HR) policies on workflow
management of employees at Skyway Enterprises. In today’s dynamic organizational
environment, HR policies play a pivotal role in shaping employee behavior, enhancing
productivity, and ensuring smooth operational flow. The research aims to evaluate how various
HR functions—including recruitment, training and development, performance appraisal,
leave policies, and workplace ethics—affect the effectiveness and efficiency of workflow
among employees at different levels within the organization Using both qualitative and
quantitative methods, data was collected through structured questionnaires and interviews
with employees and HR professionals at Skyway Enterprises. The findings reveal that well-
defined HR policies significantly contribute to reducing role ambiguity, improving task
coordination, and fostering a positive work environment. Furthermore, employee satisfaction
and motivation were found to be closely linked to transparent and consistent HR practices.
The study also highlights challenges such as policy miscommunication, lack of employee
involvement in policy formulation, and inflexible rules that may hinder workflow. The
research concludes that organizations like Skyway Enterprises can enhance overall workflow
management by aligning HR policies with employee needs and business goals.
Recommendations include involving employees in policy development, promoting regular
feedback mechanisms, and investing in HR technologies that streamline administrative
processes. This study provides valuable insights for HR professionals and organizational
leaders aiming to optimize employee performance and workflow through strategic HR
interventions. Future research may explore the long-term impacts of digital HR transformation
on workflow in similar enterprises.
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Abstract

Job satisfaction plays a critical role in shaping employee work behavior, influencing factors
such as productivity, motivation, and overall performance. This study investigates the impact
of job satisfaction on employee work behavior, specifically in terms of work engagement,
commitment, and organizational citizenship behaviors. By analyzing how various dimensions
of job satisfaction, including compensation, work environment, management support, and
opportunities for growth, affect employee attitudes and behaviors, the research aims to provide
insights into how organizations can foster a positive work environment that enhances
employee performance. The study utilizes both qualitative and quantitative methods,
surveying employees from various industries to measure levels of job satisfaction and its
correlation with work behavior. Key findings suggest that employees with high job
satisfaction exhibit higher levels of engagement, better interpersonal relationships, and
increased organizational commitment. Conversely, employees with low satisfaction tend to
display negative work behaviors, such as absenteeism, low productivity, and decreased
motivation. Additionally, the research explores the role of leadership and management
practices in influencing job satisfaction, highlighting the importance of effective
communication, recognition, and support for career development. The study concludes by
recommending strategies for organizations to improve job satisfaction, including creating a
supportive work culture, offering competitive benefits, and providing opportunities for
professional growth. This research contributes to the understanding of how job satisfaction
directly impacts work behavior and provides practical recommendations for businesses
looking to enhance employee performance, reduce turnover, and improve organizational
outcomes.
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Abstract

This study explores the integral components of budgeting, forecasting, and risk management
in the context of civil supply systems, which are responsible for the distribution of essential
commodities to the public. The research aims to assess how efficient budgeting and accurate
forecasting can improve the delivery and sustainability of civil supplies, particularly in
developing regions where supply chain volatility is a major concern. It examines historical
data, current practices, and technological interventions used in planning and allocation of
budgets for civil supplies such as food grains, fuel, and essential household items. The study
also delves into risk management strategies that mitigate disruptions caused by factors like
natural disasters, market fluctuations, logistical failures, and political instability. Through
qualitative and quantitative analysis, the paper identifies key challenges such as inefficiencies
in demand estimation, wastage, pilferage, and underutilization of funds. It highlights the
importance of data-driven forecasting models and predictive analytics in anticipating supply
needs and budget requirements. Furthermore, the study evaluates strategic frameworks for
risk mitigation, including buffer stock maintenance, decentralized supply chains, real-time
monitoring, and the use of contingency funds. The findings suggest that an integrated
approach combining robust budgeting mechanisms, dynamic forecasting tools, and proactive
risk management can significantly enhance the resilience and responsiveness of civil supply
systems. The study concludes with policy recommendations for government agencies and
stakeholders, emphasizing the need for technological upgrades, capacity building, and
transparent governance to ensure equitable and uninterrupted civil supply distribution.
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Abstract

This study explores the impact of group dynamics on team productivity, focusing on how
interpersonal relationships, communication patterns, and team structures influence overall
performance in organizational settings. Group dynamics, referring to the psychological and
behavioral factors that shape interactions within teams, plays a pivotal role in determining
how effectively teams function and achieve their goals. The paper delves into the various
aspects of group dynamics, including leadership styles, role allocation, decision-making
processes, and conflict resolution strategies, and examines their influence on team output. The
research investigates how positive group dynamics, such as trust, collaboration, and clear
communication, contribute to higher levels of team productivity by fostering an environment
where individuals feel motivated and supported. Conversely, it also highlights the negative
effects of poor group dynamics, such as interpersonal conflicts, unclear roles, and lack of
cohesion, which can lead to reduced efficiency, lower morale, and ultimately hinder team
performance. Through a comprehensive review of relevant literature and case studies, the
paper identifies best practices for managing group dynamics to optimize team productivity.
Emphasis is placed on the importance of effective leadership, creating an inclusive team
culture, and addressing conflicts early to maintain a productive work environment. The study
concludes by recommending strategies for organizations to enhance group dynamics, thereby
improving team collaboration and driving higher productivity in both short-term projects and
long-term objectives. By understanding the intricate role of group dynamics, organizations
can better design teams that perform at their highest potential.
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Abstract

This study examines the impact of financial leverage on the performance of Tl Volt, a
company in the technology sector. Financial leverage refers to the use of debt to finance a
company’s assets, with the aim of increasing the return on equity. While leverage can enhance
profitability in favorable market conditions, it also introduces higher financial risk during
downturns. The research analyzes the relationship between TI Volt’s capital structure, its use
of debt, and the company’s financial performance over a period of five years. Key metrics
such as return on equity (ROE), return on assets (ROA), and earnings before interest and taxes
(EBIT) are assessed to determine how leverage has influenced the company’s profitability,
growth, and financial stability. The study utilizes a combination of financial ratios, including
the debt-to-equity ratio, interest coverage ratio, and leverage effect, to measure TI Volt’s
leverage levels and its subsequent impact on performance. It also compares the company's
performance with industry benchmarks to gauge whether TI Volt’s leverage strategy aligns
with best practices in the technology sector. The findings suggest that while Tl Volt has
benefited from higher returns in periods of growth, excessive leverage during market
contractions has led to increased financial risk. The study concludes by recommending a
balanced approach to leverage, advocating for strategic debt management that considers
market conditions and the company’s long-term financial health. It emphasizes the importance
of maintaining optimal leverage to maximize value while mitigating potential risks associated
with high debt levels.
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Abstract

This study examines the role of financial management and portfolio strategies in enhancing
investment outcomes. Financial management is a critical function for individuals and
organizations alike, as it involves the planning, organizing, and controlling of financial
resources to achieve long-term objectives. The research focuses on the integration of financial
management principles with portfolio theory to optimize asset allocation, minimize risk, and
maximize returns. Portfolio management, which involves selecting a mix of investment assets
based on risk tolerance, time horizon, and financial goals, plays a crucial role in achieving a
diversified and balanced investment strategy. The study highlights key strategies such as
modern portfolio theory, asset diversification, and risk management techniques, discussing
how these approaches contribute to minimizing exposure to market volatility. Additionally,
the research delves into the impact of market conditions, economic factors, and behavioral
finance on portfolio performance. By analyzing case studies and empirical data, the study
evaluates the effectiveness of various financial management and portfolio strategies in
different market environments, ranging from bullish to bearish conditions. The findings
suggest that a well-structured portfolio, aligned with the investor’s risk profile and financial
objectives, can significantly improve investment returns while reducing potential risks. The
study concludes by recommending best practices for financial managers and investors,
including regular portfolio reviews, adapting to market trends, and leveraging advanced
financial tools and technologies to enhance portfolio performance. Ultimately, the research
demonstrates the importance of effective financial management in achieving long-term
financial success and security.
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Abstract

Employee engagement has emerged as a critical factor influencing organizational success in
today’s competitive and dynamic business environment. It refers to the emotional commitment
an employee has toward their organization and its goals, which translates into higher
productivity, improved performance, and reduced turnover. This study explores the concept
of employee engagement, its key drivers, and its impact on organizational effectiveness. It
examines how factors such as leadership style, communication, recognition, work-life
balance, and opportunities for growth play a crucial role in fostering engagement among
employees at various levels. The research adopts a mixed-method approach, using surveys
and interviews to gather insights from employees across different industries. Findings indicate
that organizations that actively promote a culture of transparency, trust, and inclusion
experience higher engagement levels. Moreover, engaged employees tend to display greater
innovation, stronger customer focus, and increased loyalty, which contribute to sustained
business growth. This study also highlights the challenges organizations face in maintaining
engagement, especially in the context of remote work, generational diversity, and
technological changes. It suggests that continuous feedback, employee wellness programs,
and personalized development plans are effective strategies to enhance engagement. In
conclusion, employee engagement is not just an HR responsibility but a strategic imperative
for business leaders. Creating an environment where employees feel valued, heard, and
empowered is essential to achieving long-term success. The study provides recommendations
for implementing sustainable engagement practices that align individual goals with
organizational objectives.
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Abstract

The procurement of raw materials is a critical component in the supply chain that directly
influences the production process, quality of finished goods, cost efficiency, and overall
organizational competitiveness. This study aims to examine the strategic role of raw material
procurement in transforming resources into finished products, focusing on the planning,
sourcing, and logistics involved. By analyzing procurement practices across manufacturing
sectors, the study explores how organizations manage vendor relationships, quality control,
cost negotiation, and inventory management to ensure timely and cost-effective production.
The research uses a combination of case studies, interviews with procurement professionals,
and secondary data analysis to identify best practices and challenges associated with raw
material sourcing. Key findings suggest that companies that integrate procurement with
production planning and supply chain analytics are better positioned to reduce material waste,
optimize lead times, and adapt to market fluctuations. Furthermore, the use of digital tools
such as Enterprise Resource Planning (ERP) systems and supplier performance dashboards
enhances transparency and decision-making throughout the procurement cycle. Additionally,
the study highlights the impact of global sourcing, sustainability concerns, and regulatory
compliance on procurement strategies. The transition from raw material to finished goods is
shown to be most efficient in environments where procurement is aligned with long-term
business goals and customer expectations. In conclusion, effective procurement is not merely
a cost-saving activity but a value-adding process that supports production continuity and
product excellence. This study provides insights and recommendations for improving
procurement strategies to ensure consistent quality and competitiveness in the finished goods
market.
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Abstract

This study aims to analyze the financial performance of FPL Pvt. Ltd., focusing on key
financial metrics to assess its profitability, liquidity, solvency, and operational efficiency. FPL
Pvt. Ltd., a prominent player in its industry, has consistently faced market fluctuations and
operational challenges, making it essential to evaluate the company's financial health over
recent years. The analysis is carried out using various financial ratios, including return on
assets (ROA), return on equity (ROE), current ratio, quick ratio, debt-equity ratio, and others,
to identify trends and insights into its financial stability and growth prospects. Primary data
for this study is derived from the company's financial statements, including balance sheets,
income statements, and cash flow statements for the past five years. The research methodology
combines both qualitative and quantitative approaches, with an emphasis on ratio analysis,
horizontal and vertical analysis, and trend analysis. These tools are applied to gain a deeper
understanding of FPL Pvt. Ltd.'s financial structure and performance. The findings indicate
that the company has maintained a strong financial position, with consistent growth in
profitability and a moderate level of debt. However, certain liquidity and solvency indicators
show areas that need improvement. The study concludes with strategic recommendations for
improving cash flow management, reducing dependency on debt, and enhancing profitability
through cost-control measures. This research serves as a vital tool for stakeholders, investors,
and management to make informed decisions regarding FPL Pvt. Ltd.'s future financial
strategies.
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Abstract

This study explores the investment preferences of investors, aiming to understand the factors
that influence their decision-making processes and the strategies they adopt in managing their
portfolios. In an increasingly dynamic financial environment, it is crucial to analyze how
various factors such as risk tolerance, return expectations, investment horizon, and financial
goals shape individual and institutional investment choices. The research investigates the
preferences of different investor segments, including retail investors, high-net-worth
individuals (HNWIs), and institutional investors, to identify the trends and patterns that drive
their investment behavior. The study uses both qualitative and quantitative research methods,
including surveys and interviews with a diverse group of investors, to gather insights on their
preferred asset classes, such as equities, bonds, real estate, mutual funds, and alternative
investments. It also evaluates how external factors like market conditions, economic outlook,
and geopolitical events influence investment decisions. The findings reveal that while
riskaverse investors prefer safer options like bonds and fixed deposits, others with a higher
risk appetite are more inclined towards equities and real estate. Additionally, many investors
are increasingly showing interest in socially responsible investing (SRI) and environmental,
social, and governance (ESG) factors as part of their long-term financial strategy. The research
concludes by offering recommendations for financial advisors and investment firms to better
tailor their products and services to meet the evolving needs and preferences of investors. By
understanding these preferences, firms can enhance client satisfaction and foster stronger,
long-term relationships with their clients.
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Abstract

This study explores the role of the Know Your Customer (KYC) process in identifying
prominent customers in the share market and its impact on enhancing investment
opportunities. KYC is a vital procedure in financial markets aimed at verifying the identity of
clients to prevent fraud, money laundering, and other illegal activities. However, beyond
regulatory compliance, the KYC process also serves as a tool for understanding customer
profiles and identifying high-potential investors who can benefit from specialized financial
products and services. The research focuses on the use of KYC data to segment and analyze
customers based on various parameters such as investment behavior, risk appetite, transaction
history, and demographic information. By leveraging KYC insights, financial institutions and
brokerage firms can develop a deeper understanding of their clientele and identify prominent
customers who are more likely to engage in frequent trading, invest larger sums, or seek
advanced investment strategies. The study examines the advantages of this approach,
including enhanced customer service, personalized investment recommendations, and the
potential for improved customer retention. Moreover, it discusses the ethical and data privacy
concerns associated with utilizing KYC information for customer segmentation in the share
market. Through case studies and data analysis, the research illustrates how KYC can be
utilized not only for compliance but also for creating a more efficient and customer-centric
share market environment. The findings suggest that leveraging KY C information in customer
profiling can significantly enhance market offerings, leading to better financial outcomes for
both investors and financial institutions.
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Abstract

Inventory management plays a crucial role in the operational efficiency and profitability of
businesses across various industries. This study examines the key strategies and practices
involved in effective inventory management, focusing on how organizations can balance
supply and demand while minimizing costs and maximizing customer satisfaction. The
research explores both traditional and modern inventory management techniques, including
just-in-time (JIT), economic order quantity (EOQ), and the use of advanced technologies such
as automated systems, RFID, and data analytics.By analyzing case studies from different
sectors, the study highlights the importance of maintaining optimal inventory levels to prevent
both overstocking and stockouts, which can lead to increased operational costs or lost sales
opportunities. Furthermore, the research emphasizes the role of accurate forecasting, demand
planning, and efficient procurement processes in ensuring the smooth functioning of inventory
systems.The study also identifies the challenges faced by businesses, such as fluctuating
market demand, supply chain disruptions, and inventory tracking issues. It presents solutions
to these challenges, including the integration of real-time data, collaborative planning with
suppliers, and the adoption of cloud-based inventory management systems.In conclusion,
effective inventory management is essential for maintaining a competitive edge in today’s
fast-paced business environment. The findings suggest that companies that implement
advanced inventory management strategies and technologies can achieve greater operational
efficiency, reduce costs, and enhance customer satisfaction. The research provides actionable
insights for businesses looking to optimize their inventory management practices.

References:

1. Smith J., Anderson R., J. Appl. Physics, vol. 45, (2018), Inventory Management Strategies
in the Modern Business Environment.

2. Kumar A, Patel S., Inventory Optimization Techniques for Cost Reduction, Artech House,
London, 2021.

3. Gupta R., Sharma P., Science, vol. 36, (2020), pp. 1407-1410, The Role of Advanced
Technologies in Modern Inventory Management.

120



Effectiveness of Green Finance with Special Reference to DHL
Pvt. Ltd

Kasi R, Mr. Joseph A2

PG Scholar!, Assistant Professor?

12 Gojan School of Business and Technology, Redhills, Tamil Nadu, India, 600052

Abstract

Green finance has emerged as a powerful tool for promoting sustainable development and
environmentally responsible business practices. This study explores the effectiveness of green
finance initiatives with a special focus on DHL Pvt. Ltd., a global leader in logistics and supply
chain solutions. The aim of the research is to assess how the integration of green finance has
influenced the company’s operational strategies, environmental footprint, and long-term
financial sustainability. Using a case study approach, the research investigates DHL’s
investment in energy-efficient technologies, carbon offset programs, eco-friendly
transportation, and waste reduction initiatives—all supported by green financial instruments
such as green bonds, sustainability-linked loans, and ESG-driven investments. Data was
collected from DHL’s sustainability reports, financial statements, and interviews with key
stakeholders. The findings indicate that green finance has enabled DHL to significantly reduce
its carbon emissions, optimize fuel usage, and adopt renewable energy solutions in its
warehousing and delivery operations. These efforts have not only improved the company's
environmental performance but also enhanced brand reputation, stakeholder trust, and
regulatory compliance. Additionally, the study reveals that green financing has led to cost
savings in the long run and opened up new avenues for sustainable innovation. In conclusion,
the case of DHL Pvt. Ltd. demonstrates that green finance is not merely a trend but a strategic
necessity for modern corporations aiming to balance profitability with environmental
stewardship. The study suggests that a broader adoption of green financial models can
accelerate the transition towards a low-carbon economy in the logistics sector and beyond.
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Abstract

The relationship between credit risk and business cycle in banking sector in India. The
aggregate relationship is analyzed for all banks in the public sector and new private sector,
and individually, for a representative of each of the two sets. Business cycle as output gap
fluctuations are measured, and the procyclicality and credit riskiness variables of banks are
analyzed by ordinary least squares method land by regressing in both banks it is observed that
the differences are not negligibly different. The SBI shows procyclicality behavior, whereas
ICICI follows the income smoothening. After that, there's a trend of increasing defaults for
both the banks and is negatively impacted by the output gap in the earlier years. The lag effect
on the provision of loans made in prior years is slightly different for the two banks. Effective
Recovery Credit Risk Management Global financial crises, technological advancements,
digital change, and the use of artificial intelligence (Al) in banking are some of the factors
that make managing credit-related issues a top priority for banks. To be able to comply with
authorities and legislation, banks must have a comprehensive understanding of their customers
and credit risk. In addition to monitoring, evaluating, and limiting credit risk across their
whole portfolio and every transaction, banks need to take into account how credit risk relates
to other kinds of risks. The Basel 2 Accord gives banks guidelines for introducing new
techniques for assessing and managing credit risk. The revenue, profits, and reputation of
banks can all be impacted by efficient credit risk management.
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Abstract

This study explores the concept of working capital and its management, emphasizing its
critical role in ensuring the financial stability and operational efficiency of a business.
Working capital, defined as the difference between a company’s current assets and current
liabilities, is an essential indicator of short-term financial health. Effective management of
working capital ensures that a company has sufficient liquidity to meet its day-to-day
operational needs without compromising long-term growth prospects. The paper delves into
various strategies for managing working capital, such as optimizing inventory levels,
streamlining accounts receivable and payable processes, and maintaining an appropriate cash
balance. It highlights the importance of balancing these elements to avoid both liquidity
shortages and the inefficiencies of excessive capital tied up in non-productive assets. Key
performance metrics, such as the cash conversion cycle, are examined to evaluate the
effectiveness of working capital management. Additionally, the study considers the impact of
industry dynamics, business size, and economic factors on working capital decisions. It also
explores the role of technology and automation in improving working capital efficiency by
enhancing forecasting, real time data tracking, and decision-making processes. The research
concludes by emphasizing that efficient working capital management not only ensures
operational smoothness but also contributes to profitability, risk management, and overall
financial health. The paper recommends strategies for businesses to optimize their working
capital, focusing on continuous monitoring, data-driven decisions, and flexibility to adapt to
changing market conditions.
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Abstract

Digital transformation has become a pivotal force in reshaping the logistics industry, driving
substantial financial impacts across operations, efficiency, and service delivery. This study
explores the financial implications of digital transformation in logistics, with a focus on cost
reduction, revenue generation, and enhanced operational efficiency. The adoption of digital
technologies such as Internet of Things (loT), artificial intelligence (Al), blockchain, and
automation has streamlined supply chain processes, improved inventory management, and
optimized transportation routes, thereby significantly lowering operational costs.
Furthermore, digital tools provide real-time data analytics, which help companies make
informed decisions, reduce delays, and mitigate risks, leading to improved financial
performance. The study also examines the role of digital platforms in enhancing customer
experience and driving new revenue streams through value-added services such as predictive
analytics, ondemand deliveries, and enhanced tracking systems. However, the financial
impact of digital transformation is not without challenges, including high initial investment
costs, integration complexities, and the need for skilled workforce adaptation. The paper
discusses the long-term benefits, such as improved profitability, scalability, and competitive
advantage, as logistics companies embrace these digital solutions. By reviewing case studies
of leading logistics firms that have undergone digital transformation, this research highlights
the transformative financial potential of digital technologies, providing insights for businesses
to navigate the changing landscape and optimize financial outcomes. Ultimately, this study
underscores the importance of strategic investment in digital technologies for fostering
sustainable growth in the logistics industry.
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Abstract

This study examines the effectiveness of mutual fund investments at Flattrade Broking Pvt
Ltd., focusing on the company's investment strategies, portfolio management, and the
financial outcomes experienced by investors. Mutual funds are a popular investment vehicle
for individuals seeking diversification and professional management of their assets. The
research explores the key factors contributing to the success or underperformance of mutual
funds offered by Flattrade Broking Pvt Ltd. Specifically, it assesses the company's approach
to selecting mutual funds, its market research techniques, and the risk-return profiles of the
funds it offers. The study analyzes historical performance data, comparing the returns of
Flattrade's mutual fund offerings with industry benchmarks and competing financial firms.
Furthermore, the study looks into investor satisfaction, evaluating how well the company's
services meet the expectations of its clientele in terms of returns, transparency, and customer
support. A survey of current and past investors provides insights into their investment
experiences, highlighting the challenges they faced and the strategies they found most
effective. The research also examines the role of financial advisors at Flattrade in guiding
investors toward making informed decisions and maximizing their returns. The findings
suggest that mutual fund investments at Flattrade Broking Pvt Ltd. generally offer competitive
returns, but some areas, such as portfolio diversification and communication of investment
strategies, present opportunities for improvement. Ultimately, this study provides valuable
insights into the effectiveness of mutual fund investments, offering recommendations for
enhancing investor experience and maximizing financial outcomes.
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Abstract

Efficient cash flow management is a cornerstone of financial stability and operational success
in any business, particularly in logistics and freight handling companies. This study focuses
on the analysis of cash inflow and its management at Triway Container Freight Station Pvt.
Ltd, a key player in the logistics sector. The primary objective of this research is to evaluate
the effectiveness of current cash inflow practices and identify areas of improvement to ensure
smooth financial operations. Using both primary and secondary data, the study analyzes
sources of cash inflow, including customer payments, freight handling charges, and other
service-related revenues. It also examines how the company manages these inflows to meet
short-term obligations, operational expenses, and investment opportunities. Interviews with
finance personnel, cash flow statements, and trend analysis were employed to understand the
financial discipline and liquidity management practices followed by the company. The
findings reveal that while Triway has a structured system for tracking receivables and
managing working capital, delays in customer payments and inconsistencies in cash
forecasting present challenges. The study emphasizes the need for improved credit control
policies, better forecasting tools, and digital payment systems to optimize cash flow. In
conclusion, sound cash inflow management is vital for sustaining the growth and operational
efficiency of logistics firms. This study provides actionable recommendations for Triway
Container Freight Station Pvt. Ltd to enhance its financial practices and ensure long-term
stability. Future research could explore comparative analysis with similar firms to benchmark
best practices.
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Abstract

In the rapidly evolving landscape of global supply chains, third-party logistics (3PL) providers
play a crucial role in enhancing efficiency, reducing costs, and improving service delivery.
This study investigates the strategic alliances formed between 3PL providers and their clients
to enhance supply chain operations. By analyzing various partnership models, the research
examines how these collaborations contribute to streamlined logistics processes, increased
flexibility, and innovative solutions that address common industry challenges. The study
explores the key drivers behind these alliances, such as cost optimization, access to advanced
technology, and the ability to scale operations quickly. It also assesses the impact of these
partnerships on performance metrics, including lead time reduction, inventory management,
and customer satisfaction. Furthermore, the research highlights the role of trust,
communication, and shared goals in fostering successful collaborations. Through qualitative
and quantitative analysis, the paper reveals how 3PL alliances can act as enablers of supply
chain resilience, particularly in the face of disruptions such as global trade uncertainties or
natural disasters. The findings suggest that effective 3PL partnerships not only improve
operational efficiency but also create value through innovation, better risk management, and
enhanced responsiveness to market demands. This research contributes to the growing body
of knowledge on supply chain management and provides practical insights for businesses
seeking to leverage 3PL partnerships for competitive advantage in a complex and dynamic
market environment.
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Abstract

This study explores the investment preferences of investors, aiming to understand the factors
that influence their decision-making processes and the strategies they adopt in managing their
portfolios. In an increasingly dynamic financial environment, it is crucial to analyze how
various factors such as risk tolerance, return expectations, investment horizon, and financial
goals shape individual and institutional investment choices. The research investigates the
preferences of different investor segments, including retail investors, high-net-worth
individuals (HNWIs), and institutional investors, to identify the trends and patterns that drive
their investment behavior. The study uses both qualitative and quantitative research methods,
including surveys and interviews with a diverse group of investors, to gather insights on their
preferred asset classes, such as equities, bonds, real estate, mutual funds, and alternative
investments. It also evaluates how external factors like market conditions, economic outlook,
and geopolitical events influence investment decisions. The findings reveal that while risk-
averse investors prefer safer options like bonds and fixed deposits, others with a higher risk
appetite are more inclined towards equities and real estate. Additionally, many investors are
increasingly showing interest in socially responsible investing (SRI) and environmental,
social, and governance (ESG) factors as part of their long-term financial strategy. The research
concludes by offering recommendations for financial advisors and investment firms to better
tailor their products and services to meet the evolving needs and preferences of investors. By
understanding these preferences, firms can enhance client satisfaction and foster stronger,
long-term relationships with their clients.
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Abstract

In today’s competitive market, business expansion through product diversification or
innovation requires careful financial planning and strategic decision-making. One of the most
effective tools in this context is break-even analysis, which helps evaluate the financial
feasibility of launching new products. This paper explores the integration of cost-benefit
analysis with break-even analysis to support decisions related to expanding product lines or
following emerging product trends. The study highlights how fixed and variable costs,
projected revenues, and expected demand shifts are key elements in identifying the break-
even point—the stage at which total revenue equals total cost. By examining this point,
businesses can assess the risk involved and determine the minimum performance needed to
avoid losses. Moreover, a cost-benefit analysis complements break-even analysis by
considering both tangible and intangible benefits, such as increased brand value, customer
loyalty, and market share. It also accounts for opportunity costs, helping businesses choose
the most rewarding option among several alternatives. This combined approach allows
decision-makers to not only calculate the profitability threshold but also evaluate broader
impacts and long-term sustainability. The study underscores the importance of accurate data,
market research, and forecasting in conducting meaningful analyses. Ultimately, leveraging
break-even and cost-benefit analyses together equips businesses with a comprehensive
framework to guide product trend expansion, reduce financial risks, and maximize returns.
This abstract sets the foundation for a deeper investigation into the strategic application of
financial tools in product development and market adaptation.
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Abstract

This study investigates employee engagement at AK Logistics, a key player in the logistics
industry, to understand how various factors influence workforce motivation, productivity, and
overall organizational success. Employee engagement, which refers to the emotional
commitment and enthusiasm employees have towards their organization, plays a crucial role
in driving performance, reducing turnover, and fostering a positive work environment. The
research explores the current state of employee engagement at AK Logistics, identifying key
drivers such as leadership style, work culture, communication, recognition, and opportunities
for professional development. Through a mixed-method approach involving surveys,
interviews, and focus group discussions, the study assesses employees’ perceptions of their
roles, work satisfaction, and engagement levels. It further examines how these factors align
with the company’s strategic goals and the logistics sector’s competitive demands. The
research also highlights the challenges AK Logistics faces in maintaining high engagement
levels, particularly in a rapidly evolving industry characterized by high employee turnover
and demanding work conditions. Findings suggest that transparent communication, effective
leadership, and recognition programs significantly enhance employee engagement. Moreover,
opportunities for growth and development were found to be key factors in fostering long-term
commitment. The paper concludes by offering recommendations for AK Logistics to improve
employee engagement, such as implementing more robust recognition initiatives, enhancing
leadership training, and promoting work-life balance strategies. By enhancing engagement,
AK Logistics can expect improved productivity, reduced attrition, and a stronger alignment
between employee satisfaction and organizational performance.
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Abstract

This study explores the significance of tax management in investment analysis and portfolio
management, focusing on how effective tax strategies can enhance investor returns and
optimize portfolio performance. Tax efficiency is a critical factor in the decision-making
process for individual and institutional investors. The research delves into various tax
management techniques, including tax-loss harvesting, asset location strategies, and tax-
efficient fund selection, and their role in maximizing after-tax returns. By integrating tax
considerations into investment analysis and portfolio management, investors can better
manage their overall tax liability and improve the long-term growth of their investments. The
study investigates how different tax regimes and policies affect investment decisions,
particularly in the context of capital gains, dividends, and interest income. It also assesses the
impact of tax rates on various asset classes, including equities, fixed income, and real estate,
and explores strategies for minimizing tax exposure within each. Through empirical data and
case studies, the research highlights the challenges investors face in balancing risk, return, and
tax efficiency. Furthermore, the study examines how tax-efficient portfolio management can
be achieved by leveraging tax-advantaged accounts like retirement funds and tax-exempt
bonds. It provides insights into the use of tax planning software and the importance of staying
updated on evolving tax laws to make informed investment decisions. The findings suggest
that incorporating tax management into investment strategies not only boosts portfolio
performance but also enhances overall financial planning. The research concludes with
recommendations for investors and financial advisors to integrate tax considerations into
portfolio management processes for better financial outcomes.
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Abstract

Gender equality in leadership remains a critical issue in organizations worldwide, with
significant challenges and opportunities in achieving a balanced representation of men and
women in decision-making roles. This study examines the barriers to gender equality in
leadership, including cultural stereotypes, unconscious biases, lack of mentorship, and
structural inequalities that impede the advancement of women to senior positions. Despite
these challenges, the research highlights emerging opportunities for change, such as the
increasing focus on diversity and inclusion initiatives, policy reforms, and corporate social
responsibility. The study explores the role of leadership in fostering an inclusive workplace
culture, where both men and women can thrive equally. It also investigates the benefits of
gender diversity in leadership, such as improved decision-making, enhanced innovation, and
better financial performance. Drawing on case studies and surveys, this research analyzes
successful strategies implemented by organizations to overcome these barriers, including
targeted leadership programs for women, flexible work arrangements, and gender-conscious
recruitment practices. Additionally, the paper discusses the role of male allies in supporting
gender equality in leadership and the importance of male participation in driving
organizational change. The findings suggest that while challenges remain, there is significant
potential for organizations to capitalize on the untapped talent of women in leadership roles.
By recognizing and addressing the barriers to gender equality, organizations can unlock
greater opportunities for growth, innovation, and a more equitable workplace environment.
Ultimately, the study calls for a collective effort from both leaders and policymakers to break
down the structural and cultural barriers limiting women's leadership advancement.
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Abstract

In a highly competitive and dynamic market landscape, pricing strategy plays a pivotal role
in determining a company's profitability, customer retention, and overall market positioning.
This study investigates the application of advanced analytics techniques in optimizing pricing
strategies across various industries. The research explores how data-driven insights can help
businesses determine the most effective pricing models, forecast customer responses, and
maximize revenue while maintaining competitiveness. Advanced analytics, including
machine learning, predictive modeling, and artificial intelligence, enable firms to process
large volumes of transactional, behavioral, and market data. By leveraging these tools,
companies can identify pricing patterns, assess price elasticity, and detect trends that may not
be visible through traditional pricing methods. This study adopts a combination of case
studies, data analysis, and expert interviews to examine real-world applications of these
techniques in retail, e-commerce, hospitality, and manufacturing sectors. The findings suggest
that organizations implementing advanced pricing analytics experience improved decision-
making, higher profit margins, and better customer segmentation. Techniques like dynamic
pricing and real-time demand forecasting are shown to be particularly effective in volatile
markets. However, the study also notes challenges such as data quality issues, algorithmic
biases, and the need for skilled personnel to interpret results accurately. In conclusion, the
integration of advanced analytics into pricing strategy development provides a significant
competitive advantage. This research underscores the need for companies to invest in data
infrastructure and analytics capabilities to adapt to changing market demands and consumer
behaviors effectively.
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Abstract

This study explores the role of human resource management (HRM) practices in driving
industrial development. As industries across the globe face rapid technological advancements
and globalization, the need for effective HRM strategies has become crucial to sustaining
growth and competitiveness. The research examines key HRM practices such as recruitment
and selection, training and development, performance management, compensation and
benefits, and employee engagement, analyzing how these practices contribute to enhanced
productivity and innovation within industries. It delves into the alignment of HRM strategies
with organizational goals, emphasizing the importance of fostering a skilled and motivated
workforce. The study also addresses the challenges faced by industries in implementing
effective HRM practices, such as talent retention, skill gaps, and the need for continuous
learning in an ever-evolving environment. Case studies from successful industrial
organizations illustrate how well-structured HRM systems have supported business
development by optimizing human capital, enhancing organizational culture, and boosting
employee satisfaction. Furthermore, the research investigates the evolving role of HRM in
promoting diversity, equity, and inclusion within the workplace, which is increasingly
recognized as a driver of industrial growth and innovation. The study concludes by offering
recommendations for industries to improve their HRM practices, focusing on the need for
strategic HRM, investment in employee development, and the adoption of technology-driven
HR solutions. By strengthening HRM practices, industries can build a resilient workforce,
which is essential for long-term industrial development and success.
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Abstract

This study explores employee retention strategies within Human Resource Management
(HRM) and their impact on organizational success. Employee retention is a critical factor in
maintaining a stable, skilled, and motivated workforce, and it plays a vital role in reducing
turnover costs and enhancing organizational performance. The research investigates various
HRM practices aimed at improving retention, including competitive compensation, career
development opportunities, work-life balance, recognition, and employee engagement
initiatives. By analyzing data from multiple industries, the study highlights how these
practices contribute to creating a positive work environment and fostering long-term
employee loyalty. Additionally, the research examines the factors that influence retention,
such as job satisfaction, organizational culture, and leadership styles. The study further delves
into the role of employee engagement in retention, identifying strategies for building trust,
improving communication, and promoting a sense of belonging. Through surveys and case
studies, the study captures the perspectives of both employees and HR professionals,
providing insights into the effectiveness of current retention practices and uncovering areas
for improvement. The findings suggest that organizations with well-structured HRM systems
that focus on employee well-being, professional growth, and recognition tend to have higher
retention rates. However, challenges such as mismatched expectations, lack of career
advancement, and poor management practices still contribute to employee turnover. The
research concludes by offering recommendations for HR professionals to design and
implement effective retention strategies that align with organizational goals, ultimately
ensuring a more committed and productive workforce.
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Abstract

This study explores the challenges faced by NexG Space Creators in reducing wastage within
their operations. As the demand for creative workspaces continues to rise, the efficient use of
resources becomes increasingly critical for businesses in the space creation and design
industry. NexG Space Creators, known for their innovative and flexible workspace solutions,
face significant challenges in minimizing material wastage, optimizing energy consumption,
and streamlining workflows. The study identifies key factors contributing to wastage,
including inefficient supply chain management, high material consumption in construction
and design phases, and energy inefficiencies in managing office spaces. Additionally, the lack
of standardized processes for waste reduction, coupled with a rapidly changing demand for
customized spaces, often leads to overproduction and resource misallocation. This research
highlights the role of sustainable design practices, the adoption of green technologies, and the
implementation of waste-reducing strategies, such as reusing materials and optimizing energy
use, as potential solutions. Furthermore, the study examines the organizational and operational
hurdles that NexG Space Creators encounter when attempting to integrate these solutions into
their business model, such as the high initial costs of green technology adoption, resistance to
change among employees, and challenges in measuring the financial benefits of waste
reduction. The findings aim to provide insights into how NexG Space Creators can enhance
operational efficiency, reduce environmental impact, and promote a sustainable business
model. Ultimately, the study emphasizes the importance of innovation and strategic planning
in overcoming challenges to waste reduction in the space creation industry.
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Abstract

Employee orientation is a crucial component of organizational success, particularly in fast-
food chains like Burger King, where employee performance directly impacts customer
satisfaction and business growth. This study examines the role of employee orientation
programs at Burger King and their influence on employee productivity, retention, and overall
business performance. By focusing on the structure, content, and delivery of orientation
programs, the research aims to understand how effective onboarding contributes to a
motivated workforce that aligns with company goals and enhances customer experience. The
study highlights key areas of orientation, including job-specific training, company culture
immersion, and communication of expectations. It investigates how a well-structured
orientation program improves employee engagement and reduces turnover rates, particularly
in a high-turnover industry like fast food. Additionally, the research explores how early-stage
training influences employees' understanding of their roles and responsibilities, which
ultimately impacts operational efficiency and customer satisfaction. Through qualitative
analysis of employee feedback and case studies from various Burger King franchises, the
study also examines the relationship between orientation practices and business growth.
Findings suggest that businesses that invest in thorough orientation programs experience
improved employee performance, increased sales, and enhanced customer loyalty. The
research concludes by recommending strategies for optimizing employee orientation
programs at Burger King, emphasizing the need for continuous improvement and alignment
with evolving business goals. This study contributes valuable insights into the role of effective
employee orientation in driving business growth and offers practical recommendations for
fast-food businesses seeking to enhance employee onboarding processes.
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Abstract

This study explores various investment strategies and their impact on portfolio management,
focusing on optimizing risk-return trade-offs and achieving financial objectives. With the
growing complexity of financial markets, effective portfolio management is crucial for both
institutional and individual investors. The paper begins by reviewing key investment
strategies, such as active vs. passive management, value investing, growth investing, and
income-focused strategies. It delves into asset allocation techniques and the importance of
diversification to mitigate risks and enhance returns. The study also examines modern
portfolio theory (MPT) and the efficient frontier, providing a quantitative approach to
balancing risk and return. Additionally, the role of behavioral finance is discussed,
highlighting how psychological factors influence investment decisions and market trends. The
research further investigates the impact of macroeconomic factors, market volatility, and asset
correlations on portfolio performance. A key aspect of the study is evaluating the use of
alternative investments, such as real estate, commodities, and cryptocurrencies, in diversifying
traditional equity and bond portfolios. The paper concludes by emphasizing the need for a
dynamic, adaptable approach to portfolio management that considers both short-term market
fluctuations and long-term investment goals. By understanding the strengths and weaknesses
of different strategies, investors can construct portfolios that are better aligned with their risk
tolerance and financial objectives, ultimately achieving a more robust investment performance
in the ever-changing financial landscape.
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Abstract

Financial reporting plays a pivotal role in evaluating the performance of warehouses by
providing key insights into the financial health and operational efficiency of these facilities.
As businesses increasingly rely on warehouses to streamline their supply chain operations,
accurate financial reporting becomes critical to assessing the effectiveness of warehouse
management. It enables decision-makers to identify areas of strength and weakness, measure
profitability, and make data-driven decisions to optimize warehouse operations. Key financial
metrics, such as cost of goods sold (COGS), inventory turnover, operating expenses, and
capital expenditures, provide an in-depth understanding of warehouse performance. Through
the analysis of these financial indicators, businesses can assess the efficiency of inventory
management, storage systems, labor utilization, and overall throughput. Additionally,
financial reporting assists in benchmarking warehouse performance against industry
standards, allowing organizations to align with best practices and achieve cost reductions.
Furthermore, by integrating financial data with non-financial performance metrics, such as
customer satisfaction and delivery accuracy, a more comprehensive evaluation of warehouse
performance can be achieved. Ultimately, financial reporting not only supports performance
evaluation but also informs strategic decisions, helping businesses invest in the right
technologies, improve workforce productivity, and drive operational improvements in
warehouse management. The role of financial reporting is, therefore, indispensable in creating
a transparent, performance-driven culture within warehouse operations, leading to long-term
business success and sustainability.
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This study examines the effect of online tax systems on tax compliance among small business
owners. As governments worldwide transition from traditional paper-based tax filing systems
to online platforms, it is crucial to assess how these changes influence the behavior of small
businesses regarding tax compliance. The research investigates how online tax systems,
characterized by ease of access, transparency, and reduced paperwork, impact small business
owners' attitudes toward tax filing and payment. It explores both the advantages and
challenges associated with the adoption of digital tax filing, including the potential for
improved accuracy, timeliness, and reduced administrative burdens. Additionally, the study
delves into the barriers small businesses face when using online systems, such as technological
difficulties, lack of trust in digital platforms, and concerns over data security. By surveying
small business owners across different sectors, the study identifies factors that drive tax
compliance, such as user-friendliness of online tax systems, perceived government support,
and the level of digital literacy among business owners. The research also compares
compliance rates before and after the introduction of online tax filing systems to measure the
extent of their effectiveness. The findings suggest that online tax systems generally improve
compliance rates by simplifying the tax process, enhancing accessibility, and reducing the
chances of errors. However, challenges like insufficient training and technology adoption
barriers remain. The study concludes by recommending strategies for policymakers and tax
authorities to increase adoption and enhance compliance through targeted support and
education for small business owners.
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Abstract

This study examines the capital budgeting process at TVS Sundaram Fasteners Ltd., a leading
manufacturer in the automotive components industry. Capital budgeting is a critical decision-
making process that helps companies allocate resources efficiently to long-term projects. The
research focuses on analyzing the methodologies employed by TVS Sundaram Fasteners Ltd.
in evaluating potential investments, assessing financial risks, and ensuring alignment with
strategic goals. The study delves into the various techniques used, such as Net Present Value
(NPV), Internal Rate of Return (IRR), and Payback Period, to evaluate the profitability and
feasibility of capital projects. By reviewing historical capital investment decisions, the
research identifies key factors that influence the decision-making process, including market
conditions, expected cash flows, and the company's growth objectives. Furthermore, the study
explores the role of financial and strategic considerations in the budgeting process, with a
focus on balancing risk and return. Interviews with senior management and financial analysts
at the company provide valuable insights into the practical application of these techniques and
the challenges faced in making capital investment decisions. The findings suggest that TVS
Sundaram Fasteners Ltd. follows a rigorous and systematic approach to capital budgeting,
incorporating both quantitative and qualitative factors to make informed investment choices.
Ultimately, the study offers recommendations for improving the efficiency of the capital
budgeting process, emphasizing the importance of accurate financial forecasting, robust risk
management, and continuous monitoring of project performance to maximize shareholder
value and ensure sustainable growth.
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Abstract

This study explores the integration of modern technology over contemporary technology in
achieving industrial excellence within the supply chain sector. As global markets continue to
evolve, supply chain management (SCM) is increasingly reliant on advanced technological
solutions to maintain competitiveness, efficiency, and adaptability. The research examines
how the adoption of cutting-edge technologies such as Artificial Intelligence (Al), Internet of
Things (loT), blockchain, and big data analytics enhances the capabilities of traditional SCM
systems. Modern technologies offer superior real-time data processing, predictive analytics,
and automation, which significantly improve decision-making, inventory management, and
logistics efficiency. This study compares the outcomes of integrating modern technologies
with legacy systems, identifying key areas where contemporary technologies fall short, such
as in scalability, flexibility, and predictive capabilities. The research highlights the potential
challenges associated with transitioning from older systems to newer, more sophisticated
solutions, including high initial costs, employee training, and system integration issues. Case
studies from leading companies that have successfully adopted these technologies showcase
the tangible benefits, including improved supply chain visibility, reduced lead times, and
enhanced customer satisfaction. Furthermore, the study identifies strategies to overcome
barriers to technological integration, such as phased implementation, change management,
and cross-functional collaboration. The findings emphasize the importance of a
comprehensive technology roadmap to achieve sustainable industrial excellence and long-
term growth. In conclusion, the integration of modern technology into supply chain operations
is not only a strategic necessity but a competitive advantage in the evolving business
landscape.
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Abstract

This study investigates the trend analysis of the NIFTY50, the key stock market index of
India's National Stock Exchange (NSE), with a focus on making it easily understandable for
beginners in stock market investing. The goal is to simplify the processes of trend recognition,
technical analysis, and performance assessment using straightforward yet effective
techniques. We employ tools such as moving averages, support and resistance levels, and basic
chart patterns to uncover the prevailing trends in the NIFTY50 index over a defined time
frame. Furthermore, the study demonstrates how beginners can use these methods to make
well-informed decisions about when to enter or exit the market. Through a structured, step-
by-step approach, this paper aims to provide novice investors with a solid foundation in
understanding market trends, while highlighting the importance of risk management and long-
term planning. By the end of the study, readers will have a clearer understanding of how to
analyze market data, identify key indicators, and adopt a disciplined trading strategy,
specifically within the context of the NIFTY50 index.
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The Net Asset Value (NAV) serves as a critical indicator of the financial health and
performance of investment funds, especially in the context of mutual funds, exchange-traded
funds (ETFs), and real estate investment trusts (REITS). This study aims to analyze the factors
influencing NAV calculation, its fluctuations, and the implications for investors. NAV
represents the per-share value of a fund's assets, subtracting liabilities, and is an essential tool
for assessing fund performance over time. The study delves into the methodologies used for
calculating NAV, including the impact of asset valuation, market conditions, and liquidity on
the final figure. Additionally, it highlights how NAV can be influenced by both internal factors,
such as fund management strategies, and external factors, such as market volatility. A
comparative analysis of NAV fluctuations across different asset classes helps to understand
the risk-return trade-offs for investors. The paper also examines the limitations of NAV as a
performance metric, particularly in illiquid or hard-to-value assets, and provides
recommendations for investors on how to interpret NAV within the broader context of their
investment objectives. Ultimately, this study contributes to the understanding of NAV as a
crucial financial metric and its role in informed decision-making for both fund managers and
investors. The findings underscore the importance of a comprehensive analysis of NAV in
assessing the true value and potential of investment funds.
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The Academic Tracking System is a comprehensive solution designed to monitor, analyze,
and enhance student performance and academic progress within educational institutions. This
system utilizes modern technologies such as data analytics, cloud computing, and machine
learning to track attendance, grades, participation, and behavioral patterns over time. By
providing real-time insights and detailed reports to educators, students, and parents, the
system enables early identification of academic challenges and facilitates timely interventions.
Additionally, it ensures transparency in academic evaluation and helps in the formulation of
personalized learning strategies. The system integrates seamlessly with existing academic
management platforms, ensuring minimal disruption and maximum usability. Through
automation of repetitive tasks such as report generation and performance reviews, it reduces
administrative overhead and allows educators to focus more on student engagement. The
Academic Tracking System not only promotes accountability but also plays a crucial role in
fostering an environment conducive to continuous learning and improvement. This paper
highlights the features, benefits, and implementation framework of the system while
emphasizing its potential to revolutionize academic management in the digital era.
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Abstract

The rapid growth of healthcare data and the advancement of machine learning techniques have
opened new avenues in the field of predictive medicine. Multi disease prediction systems are
intelligent frameworks designed to simultaneously analyze various symptoms and medical
parameters to forecast the likelihood of multiple diseases. These systems utilize classification
algorithms such as Decision Trees, Random Forest, Support Vector Machines, and Neural
Networks to process patient data including demographics, medical history, and diagnostic
values. The goal is to enhance early diagnosis, reduce diagnostic errors, and assist healthcare
professionals in making informed decisions. By incorporating datasets from various domains
and applying feature selection and data preprocessing techniques, these systems improve
prediction accuracy and robustness. Moreover, integration with user-friendly interfaces allows
both patients and doctors to input symptoms and receive potential diagnoses in real time. Such
systems not only optimize hospital resources but also play a pivotal role in rural and remote
healthcare accessibility. This paper discusses the design, implementation, and effectiveness of
a multi disease prediction model and demonstrates its potential to transform healthcare
delivery and diagnostics through intelligent automation.
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The "Conceptualization and development of an ESP32-based smart bilingual
translator” presents a cost-effective, real-time speech translation system leveraging ESP32
microcontroller capabilities. The system captures speech input via a microphone, transcribes
it into text using the VOSK speech recognition engine, translates the text from English to
Tamil via the Google Translator API, and synthesizes the output speech using gTTS (Google
Text-to-Speech). By integrating these components, the device enables seamless cross-lingual
communication, making it suitable for applications in assistive technologies, travel assistance,
and education. Key advantages include portability, real-time processing, and cloud-based
translation accuracy. However, limitations such as network dependency for API
calls and constrained processing power of the ESP32 are noted. Future enhancements may
include edge Al integration for offline translation and improved audio output quality. This
work demonstrates a practical approach to low-power, embedded multilingual
communication, serving as a foundation for scalable language translation tools. Its potential
extends to global accessibility, education, and loT-driven assistive devices, contributing
to inclusive technological advancements.
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EmoSense is an Al-powered entertainment recommendation system that leverages deep
learning, specifically Convolutional Neural Networks (CNNSs), to analyze facial expressions
and suggest media content that best matches the user's emotional state. With the vast array of
entertainment options available, users often struggle to select music or movies that align with
their mood. The system captures real-time facial input via a webcam, processes it using CNN-
based emotion recognition models, and classifies emotions such as happiness, sadness, anger,
surprise, disgust, contempt, confusion, fear, concentration and disappoinment. These models
are trained on extensive datasets to ensure precise and reliable emotion detection. By
integrating machine learning and human-machine interaction, EmoSense personalizes
entertainment recommendations, reducing decision fatigue and enhancing user engagement.
The system's seamless automation of content selection provides a stress-free and immersive
experience, making it an innovative and intelligent solution in Al-driven media
recommendations.
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This paper highlights the development of an loT-Based Wireless Electric Vehicle Charging
System, which combines smart technology and wireless power transfer to offer a modern,
contactless charging solution. Traditional EV charging systems rely on physical connectors,
which are prone to wear, weather damage, and human mistake. To deal with these issues, this
study employs an inductive wireless charging system with transmitter and receiver coils. The
system is based on an ESP32, which regulates charging, analyses power consumption via the
INA219 current sensor, and controls data transfer. A TP4056 charging module ensures the
safe charging of a rechargeable 18650 lithium-ion battery. Real-time data including voltage,
current, and charging cost are posted to the ThingSpeak 10T platform, and users obtain live
updates and notifications via Messenger. The complete technology has been integrated into a
remote-controlled car, which serves as a small-scale EV prototype. This system shows how
IoT can automate EV charging, improve safety, lessen human labour, and provide intelligent
data input. It also highlights the possibility of scaling up to real-world electric vehicle
applications, thereby assisting the global transition to smart, sustainable, and efficient
transportation networks.
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Abstract

Speech is the predominant means of communication; however, for individuals with speech or
hearing impairments, communication presents a significant barrier. Bridging this
communication gap requires innovative solutions that can translate gestures into recognizable
language. Deep learning methods offer the potential to reduce such communication barriers
by accurately detecting and recognizing sign language gestures. This paper proposes a deep
learning-based model for the detection and recognition of words from gestures, specifically
focusing on Indian Sign Language (ISL). The proposed approach uses Long Short-Term
Memory (LSTM) and Gated Recurrent Unit (GRU) models, which are feedback-based
learning models capable of capturing the temporal dynamics of sign language gestures. To
evaluate model performance, four different sequential combinations of LSTM and GRU layers
(including two layers of LSTM and two layers of GRU) were tested on a custom dataset,
11SL.2020.
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Abstract

Hard landings pose a significant safety concern in aviation, especially during the critical
landing phase, where pilot errors, unstable approaches, and adverse weather conditions like
strong crosswinds increase risk. This study presents a novel machine learning-based solution
to predict the likelihood of hard versus soft landings, aiming to enhance flight safety and
reduce pilot workload. The proposed model integrates Long Short-Term Memory (LSTM)
networks and Bayesian Neural Networks (BNN) to capture both temporal dependencies and
data uncertainties. LSTM analyzes historical flight data to detect patterns leading up to
landing, while BNN accounts for variable factors such as weather conditions, aircraft
dynamics, and pilot behavior. The hybrid model provides real-time predictions and early
warnings approximately 10 minutes before touchdown, enabling pilots to take corrective
measures proactively. This predictive approach not only mitigates risks associated with high
sink rates and gusts but also supports informed decision making under challenging
environmental conditions. The integration of LSTM and BNN represents a significant
advancement in aviation safety, offering a comprehensive and intelligent system for safer
landings.
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Abstract

Fireworks are commonly used by people during festivals and celebrations. Various types of
fireworks such as crackers, rockets, and flowerpots are produced using a combination of
chemicals including sulphur, manganese, aluminium, potassium chlorate, potassium nitrate,
barium nitrate, and charcoal. Among these, sulphur is a critical ingredient, as it helps to lower
the ignition temperature of the mixture, enabling easier and more effective combustion.
However, the combustion of sulphur during firework explosions leads to the release of sulphur
dioxide (S0O:), a harmful gas that contributes to air pollution and can cause adverse health
effects. To address this environmental concern, it is essential to explore alternatives to sulphur
that can maintain the performance of fireworks while reducing SOz emissions. In this project,
neem seed powder, a biomass-based combustible material, is proposed as a partial or complete
substitute for sulphur in fireworks compositions. Neem seed powder is biodegradable, eco-
friendly, and has combustible properties suitable for pyrotechnic applications.
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Abstract

Dermatoses are some of the most common health issues in the world, and precise diagnosis is
a critical factor for successful treatment. This work shows the use of deep learning approaches
for dermatoses classification with the MobileNetV2 architecture. The suggested model is
trained and tested on an available public dermatoscopic image dataset and is expected to have
good generalizability towards actual clinical conditions. The system takes dermatoscopic
images as input and categorizes them into different skin conditions with high accuracy.
Furthermore, the trained model is also deployed through the Flask framework to support real-
time predictions, rendering it very suitable for clinical and telemedicine usage. Experimental
results show that the model helps facilitate early diagnosis and improve decision-making in
dermatological practice. This method elucidates the promise of light-weight deep learning
models for implementation in resource-limited settings and remote healthcare networks.
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Abstract

In today’s fast-evolving digital landscape, Instagram plays a central role in
communication, branding, and audience engagement. However, identifying trending content
manually is time consuming and inefficient. This project introduces the Instagram Trends
Analyzer, a Python-based system that automates the extraction, analysis, and visualization of
Instagram data in real-time. Using the Instagram Graph API, the system collects post-level
metrics such as URLS, captions, like counts, comment counts, hashtags, and timestamps. The
extracted data is stored in CSV format for structured analysis. A Streamlit dashboard is
integrated to visualize key engagement trends, including hashtag rankings, post engagement
over time, and real-time filtering features. This user friendly interface allows digital
marketers, content creators, and social media analysts to make informed decisions quickly
without the need for manual tracking. Unlike existing methods that rely on static datasets or
manual reviews, this solution delivers dynamic insights, is scalable for multi-platform
extension, and supports future upgrades such as sentiment analysis and
influencer identification. The project bridges a critical gap between social media data
availability and decision-making in marketing strategies.
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Abstract

Diabetic Retinopathy (DR) is a major complication of diabetes and a leading cause of
preventable blindness. Traditional screening methods require specialized resources, limiting
accessibility. This project introduces an optimized deep learning-based DR screening model
for mobile devices, enabling fast and efficient early diagnosis, especially in resource-limited
areas. Our approach leverages EfficientNetB0O, a high-performance yet computationally
efficient CNN, trained on the APTOS 2019 Blindness Detection dataset. Advanced
preprocessing techniques, including contrast enhancement, noise reduction, and
augmentation, improve model robustness. Transfer learning with ImageNet weights enhances
feature extraction for better generalization. To enable real-time mobile deployment, the
model is optimized through pruning and quantization, reducing computational complexity
while maintaining accuracy. Techniques like learning rate scheduling, early stopping, and
adaptive optimizers refine training and prevent overfitting. Performance evaluation using
accuracy, precision, recall, F1-score, and AUC-ROC demonstrates competitive results. The
final model is converted to TensorFlow Lite for seamless integration into mobile applications,
enabling low-latency, on-device inference without cloud dependency. This research advances
Al-driven mobile healthcare, offering a cost-effective and scalable solution for DR screening,
particularly in underserved regions.

References:

1. P. Namperumalswamy, P. K. Nirmalan, K. M. Ramaswamy, Diabetes Care, vol. 26,
(2003), Developing a Screening Program to Detect Sight Threatening Retinopathy in
South India.

2. R. Rajalakshmi, S. Arulmalar, M. Usha, V. Prathiba, K. S. Kareemuddin, R. M. Anjana,
PL0oS ONE, vol. 10, (2015), Validation of Smartphone Based Retinal Photography for
Diabetic Retinopathy Screening.

3. Russo, F. Morescalchi, C. Costagliola, L. Delcassi, F. Semeraro, Am. J. Ophthalmol., vol.
159, (2015), Comparison of Smartphone Ophthalmoscopy with Slit-Lamp
Biomicroscopy for Grading Diabetic Retinopathy.

4. P. Scanlon, A. Malhotra, Eye, vol. 30, (2016), The Role of Digital Retinal Photography
in Diabetic Retinopathy Screening.

5. M. D. Abramoff, M. K. Garvin, M. Sonka, IEEE Rev. Biomed. Eng., vol. 3, (2010),
Retinal Imaging and Image Analysis.

155



Data Augmentation Based Waste Classification Using CNN
Deepak?, Sarvesh?, Michael Joshua!, Nisha!, Revathy? ‘Mohana Priya?

UG Scholar?, Assistant Professor?
12Vels Institute of Science Technology and Advanced Studies, Chennai, Tamil Nadu, India.

Abstract

This study presents the development of a machine learning model that uses Convolutional
Neural Networks (CNNs) to automatically classify waste into two categories: Organic and
Recyclable. The model is built with three convolutional layers, followed by max-pooling and
fully connected layers. It uses ReLU activation functions to extract important features from
images and a sigmoid function to make final classification decisions. To improve the model’s
ability to generalize, we trained and validated it on image datasets with data augmentation
techniques. The proposed model achieved 96.78% accuracy in classifying waste with less
computational complexity. To make the solution more accessible and efficient for real-world
use, especially on portable devices, the model was also converted into TensorFlow Lite
(TFLite) format. Overall, this system offers a practical and scalable approach to automating
waste classification.
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Abstract

The shift to remote work has revolutionized workplace dynamics but has also introduced
challenges in effectively measuring employee productivity. Traditional monitoring methods
often fall short in virtual settings due to the lack of physical presence and direct supervision.
This paper presents a data-driven system designed to analyze employee productivity in remote
work environments through the integration of daily task updates and punch-in/punch-out
records. By utilizing automated tracking mechanisms, the system assesses individual and team
performance based on predefined productivity metrics such as task completion rate, working
hours, and time efficiency. The proposed framework not only provides transparency and
accountability but also supports managerial decision-making by highlighting performance
trends and identifying potential bottlenecks. Moreover, the solution enhances employee
autonomy while maintaining organizational oversight, thus fostering a balanced work culture.
The adoption of such automated productivity analysis tools is especially valuable in promoting
effective remote work practices, improving overall operational efficiency, and ensuring goal
alignment between employees and management.
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Abstract

The Smart Alarm for Uncovered Borewell Protection System is an embedded safety solution
designed to prevent accidents involving open borewells, which continue to pose a serious risk
to children and animals, particularly in rural areas. This project presents an intelligent,
automated system that detects nearby movement, triggers immediate local alerts, and provides
remote notifications to ensure timely intervention. The system is built using an Arduino Uno
microcontroller integrated with a PIR sensor to detect motion near the borewell. When motion
Is sensed, a buzzer sounds to alert nearby individuals. Simultaneously, an ultrasonic sensor
measures the distance to the object. If it’s determined to be dangerously close, a servo motor
activates and automatically closes the borewell with a protective cover. To extend
functionality, the system includes an ESP8266 Wi-Fi module, enabling connectivity to the
Blynk IoT platform. This allows real-time notifications to be sent to the user’s smartphone
and offers remote monitoring and control of the servo motor through the app. Combining
motion detection, distance sensing, automation, and 10T communication, this solution is cost-
effective, energy-efficient, and easy to implement. It offers a practical way to enhance safety,
raise awareness, and prevent tragedies caused by uncovered borewells.

\
2 >

BLYNK APP

ESP8266
NODE MCU

ARDUINO UNO
POWER SUPPLY MICROCONTROLLER

AIMEGASZET
7

PIR SENSOR

ULTRASONIC
SENSOR

St
oy ek
= | 3 BUZZER
ESP32 CAMERA SN el
‘s [y
SERVO MOTOR

Fig. Functional Block Diagram

References:

1. Aghajan, H., etal. (2016). "Design and Implementation of Proximity Detection Systems."
Sensors Journal.

2. Banerjee, P., & Rajkumar, R. (2022). Smart Embedded Systems for Child Safety in Rural
Environments. Indian Journal of Embedded Systems and Applications, 10(2), 55-64.

3. Kumar, R,, etal. (2018) “Automated Borewell Safety System Using IoT Technology”.

158



Stock Market Predection Using Long Short Term Memory
(Lstm) Algorithm

K Nithishwaran?!, S Rithishkumar!, Dr. R Anandan?

UG Scholar?!, Assistant Professor?

12Vels Institute of Science Technology and Advanced Studies, Chennai, Tamil Nadu, India.

Abstract

Investing in stock markets has emerged as a major avenue for wealth generation. However,
the dynamic and volatile nature of stock prices poses significant challenges for accurate
forecasting. This paper presents a predictive framework employing Machine Learning (ML)
techniques to estimate future stock trends and prices, enabling investors to make informed
decisions and maximize profits. The unpredictability of stock movements arises from various
economic, political, and psychological factors, making traditional forecasting methods
insufficient. To overcome this, our system leverages Long Short-Term Memory (LSTM), a
deep learning model well-suited for time-series data, using historical data sourced from Yahoo
Finance. The model processes closing prices to learn trends and patterns over the past decade.
Additionally, Artificial Neural Networks (ANN) and Support Vector Machines (SVM) are
reviewed for comparative evaluation. A dynamic web application is proposed as an interface
where users can input a stock name and receive insights including 100-day and 200-day
moving averages, historical trends, and future predictions. The tool aims to enhance user
engagement by providing visual and interpretable data, empowering both novice and
experienced investors. Through the integration of Al and ML in financial analytics, the system
offers a promising approach to minimize risk and improve returns in the stock market.
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Abstract

Fog computing is deemed as a highly virtualized paradigm that can enable computing at the
storage of devices, residing in the edge of the network, for the purpose of delivering services
and applications more efficiently and effectively. Since fog computing originates from and is
a non-trivial extension of cloud computing, it inherits many security and privacy challenges
of cloud computing, causing the extensive concerns in the research community. Nowadays,
fog computing provides computation, storage, and application services to end users in the
Internet of Things. One of the major concerns in fog computing systems is how finegrained
access control can be imposed. As a logical combination of attribute-based encryption system
can be enable with the privacy storage of system. Here we use three server storage systems:
Cloud server, fog server and the local server.
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In an era where technology permeates every aspect of human life, Artificial Intelligence (Al)
is revolutionizing personal finance management by offering intelligent, data-driven financial
advisory services. This project explores the development and application of Al as a personal
financial advisor, focusing on its ability to analyze user data, predict financial trends, provide
personalized recommendations, and automate decision-making to enhance financial well-
being. The core objective of the project is to demonstrate how Al can empower individuals to
make smarter financial decisions by leveraging machine learning algorithms, natural language
processing, and predictive analytics. The system is designed to understand user financial
behavior through continuous data input-such as income, spending habits, debts, investments,
and financial goals and offer tailored strategies for budgeting, saving, investing, and debt
management. The report also highlights key benefits, including real-time financial insights,
reduced human bias, 24/7 availability, and cost-efficiency. Challenges such as data privacy,
algorithm transparency, and ethical implications are critically examined to provide a balanced
perspective. Through case studies and a prototype demonstration, the project underscores the
transformative potential of Al-driven financial tools in democratizing access to quality
financial advice. The findings suggest that Al can significantly augment traditional financial
services, offering scalable, efficient, and personalized financial planning solutions for users
across varying economic backgrounds.
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Email remains a critical communication tool in both personal and professional environments;
however, it also serves as a primary vector for cyber threats such as phishing, spoofing,
malware distribution, and business email compromise (BEC). This paper presents a
comprehensive Al-driven framework for the detection, prevention, and mitigation of modern
email threats using advanced machine learning and deep learning techniques. The proposed
system integrates FastAPI as a lightweight backend and Streamlit for an interactive and real-
time frontend dashboard. It leverages natural language processing (NLP) for contextual email
analysis, convolutional and recurrent neural networks (CNNs and LSTMs) for threat
classification, and real-time metadata evaluation for identifying anomalies in sender
reputation, IP address, and domain authenticity. Additional features include an Al-powered
chatbot for dynamic threat explanation, voice assistant integration for hands-free interaction,
and real-time IMAP-based email monitoring for proactive defence. Threat visualization is
enhanced using Plotly and Altair charts, while blockchain-based email verification adds an
extra layer of authenticity validation. Integration with third-party security APIs (e.g., Virus
Total, Google Safe Browsing) ensures multilayered threat intelligence. Moreover, the system
supports mobile notifications, encrypted email storage, batch processing, and prioritization of
emails based on risk scores. Designed for scalability and modularity, this platform enables
continuous learning and adaptability to evolving threat patterns, making it a robust solution
for enterprise-level email security. This research aims to bridge the gap between traditional
email filters and intelligent, Al-enhanced cybersecurity systems, offering a real-time,
explainable, and user-centric approach to safeguarding digital communications.
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This project presents an loT-based smart water distribution monitoring prototype designed to
identify water leakage, detect unauthorized water usage, prevent illegal siphoning using
motors, and monitor pressure or flow at the tail end of the distribution pipeline. The system is
built using an ESP8266 NodeMCU microcontroller connected to a water flow sensor that
continuously monitors real-time flow rate data. The data is visualized and alerts are triggered
using the Blynk app, enabling remote monitoring and management. The physical prototype is
constructed using PVC pipes to simulate a 3-path water distribution setup: one for normal
household usage (with tap control), the second representing an unauthorized connection
(simulated motor siphoning), and the third path designed to model potential leakage. The flow
sensor is strategically placed to detect abnormal flow rates or sudden spikes, which can
indicate either leakage or unauthorized motor-based siphoning. When such an event is
detected, the system automatically triggers a real-time alert notification to the user’s
smartphone via the Blynk app. This smart prototype provides a cost-effective, scalable, and
energy-efficient solution for water distribution management, helping reduce water loss,
improve accountability, and promote sustainable water use. It is especially relevant for urban
and rural municipalities where unauthorized tapping and leakage are common issues. By
leveraging loT technology, this project bridges the gap between traditional water supply
systems and modern smart city infrastructure.
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Abstract

Cryptocurrency, a digital currency decentralized from traditional banking systems, has rapidly
gained prominence in the global financial landscape. Unlike fiat currencies such as dollars,
euros, or yen, cryptocurrencies are not backed by any central authority but rely on blockchain
technology and cryptographic techniques to ensure secure and transparent transactions. Due
to the highly volatile and speculative nature of cryptocurrency markets, accurate price
prediction has become a significant challenge and area of interest for financial analysts and
data scientists. This project proposes a cryptocurrency price prediction system using the Long
Short-Term Memory (LSTM) algorithm, a powerful deep learning model effective in handling
sequential and time-series data. The system processes historical cryptocurrency data to learn
price patterns and trends over time, aiming to improve the accuracy of future price forecasts.
Through experimental analysis, the LSTM-based model demonstrates a high level of precision
in predicting price fluctuations, thereby assisting investors and traders in making informed
decisions. The model's ability to capture temporal dependencies and nonlinear market
behavior enables it to outperform traditional machine learning models. This work highlights
the potential of deep learning in financial forecasting, particularly in the dynamic and complex
domain of cryptocurrency trading, and sets a foundation for more robust, real-time predictive
systems in the fintech space.
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Abstract

Marine debris pollution is a growing environmental concern, posing significant threats to
marine ecosystems, biodiversity, human health, and maritime navigation. The accumulation
of floating debris disrupts aquatic life, damages coral reefs, and contributes to the loss of
biodiversity, while also creating hazards for vessels and shipping routes. Traditional
monitoring and cleanup efforts Often rely on manual observation, aerial surveys, and
oceanographic models, which can be time consuming, resource-intensive, and limited in
spatial coverage. To address these challenges, this study explores the application of artificial
intelligence, specifically deep learning, for the automated detection of marine debris using
high-resolution satellite imagery. We present a deep learning-based object detection model
implemented in the TensorFlow framework, designed to identify floating debris in optical
satellite imagery captured by Planet scope. The model is trained on a custom-labeled dataset
comprising 1,370 annotated polygons, accurately representing marine debris observed in
satellite images. By leveraging the power of Al and satellite remote sensing, this approach
enables scalable, automated detection and monitoring of ocean pollution with higher accuracy
and efficiency than traditional methods. The results highlight the strong potential of deep
learning in enhancing marine conservation efforts, improving debris tracking, and supporting
global initiatives for ocean cleanup. This study contributes to the ongoing efforts to develop
innovative and technology-driven solutions for environmental protection and sustainable
ocean management.
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Abstract

Vehicular Edge Computing (VEC) is an emerging paradigm that brings computational
resources closer to vehicles by leveraging edge nodes such as roadside units (RSUs), base
stations, and even other nearby vehicles. By integrating Artificial Intelligence (Al) and
Machine Learning (ML), VEC can significantly enhance the efficiency, safety, and autonomy
of Intelligent Transportation Systems (ITS). This paper explores the role of Al and ML in
optimizing resource allocation, real-time data processing, traffic prediction, autonomous
driving, and vehicular communication in VEC environments. Machine learning models,
particularly deep learning and reinforcement learning, are applied to dynamically manage
workloads, predict vehicular behavior, and make split-second decisions based on real-time
sensory data. Al-powered edge nodes reduce latency and bandwidth consumption by
processing data locally instead of sending it to centralized cloud servers. The framework also
addresses challenges such as mobility management, data privacy, and limited edge resources.
Furthermore, use cases like smart traffic light control, collision avoidance, and cooperative
driving are discussed. By harnessing the power of Al and ML, Vehicular Edge Computing
emerges as a powerful infrastructure to support next-generation vehicular applications,
ensuring safer, smarter, and more efficient transportation systems. The paper concludes that
VEC with AI/ML integration is a transformative solution, enabling scalable and adaptive
systems for smart cities and connected vehicles.
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Abstract

Develop an advanced application leveraging deep learning and computer vision techniques
to detect potential car crashes in real-time and initiate preventive measures to avoid collisions.
This paper discusses a system that uses 10T, GSM, GPS, and various sensors to detect
accidents and send alert messages with the vehicle's location to a control room or rescue team.
It also monitors health conditions through sensors. In the year 2019 Junmei sun Published
Automatically Capturing and Reproducing Android Application Crashes aims to enhance
road safety by providing real-time crash detection and initiating preventive measures,
addressing the limitations of previous research by integrating advanced deep learning
techniques and emergency response systems. This project discusses an app that uses GPS and
accelerometer data from mobile phones to detect accidents and send the location and time of
the accident to friends, relatives, and emergency services.
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Abstract

The rapid advancement of smart technology and the Internet of Things (loT) has significantly
transformed traditional systems across various domains, including storage and inventory
management. Manual methods of monitoring food quality and quantity are often prone to
human error, inefficiencies, and delays in detecting spoilage, leading to unnecessary waste
and compromised food safety. Addressing these challenges, the loT-Based Food Container
Monitoring System presents an innovative, cost-effective, and scalable solution designed to
modernize the way food is stored and monitored in both domestic and industrial settings. This
system incorporates a variety of sensors, including temperature and humidity sensors (like the
DHT11), gas sensors (such as MQ4 for spoilage detection), infrared sensors for lid status
monitoring, ultrasonic sensors for level detection, and actuators like servo motors and fans to
automate responses. These components are interfaced with a microcontroller unit (e.g.,
ESP8266), which collects and processes the sensor data. The processed data is then
transmitted via Wi-Fi or GSM modules to a cloud-based platform, such as ThingSpeak,
enabling users to access real-time insights through a web or mobile interface. Real-time
monitoring allows for timely alerts and automated responses to environmental changes within
the food container. For instance, the system can trigger a cooling fan to regulate temperature
or alert users if food levels drop below a certain threshold. This proactive approach not only
enhances food safety by promptly detecting spoilage conditions but also minimizes waste by
encouraging timely consumption or replenishment. Furthermore, the integration of cloud
services provides a robust platform for data storage, analysis, and visualization, making it
easier for users to track historical trends and optimize inventory management. In industrial
environments, this system can be scaled to monitor large storage facilities, contributing to
smarter logistics and supply chain efficiency.
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