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Abstract: For effective treatment scheme and initial diagnosis, it is important to segue and detect the lung tumors. 

Tumor variability, low contrast and overlapping tissue structure are some problems with traditional methods that make 

it challenging to accurately and detect it. So, a newly advanced computer vision model that uses a Binary Gennet 

Optimizer Tund Forward Neural Network (BGO-FFNN) method is used to sort tumors. The dataset contains anotate 

CT scan and histopathology slides that were taken from publicly available repository. Gabber filters are used in 

preprosauting to get rid of noise and strengthen the opposite, making it easier to see the edges of the tumor. Multi-

scale edge-watthers' techniques work together for different tumor areas simultaneously. Local binary pattern (LBP) 

is used to achieve texture features, which are important to explain the difference between a variety of tumors. BGO 

is used to improve FFNN, and then classification performance is tested. The results showed that the suggested 

model improves with recall (94.48%), F1-score (97.21%), accuracy (95.14%), and accurate (99.71%). Results 

suggest that the proposed advanced computer vision model works better than standard people. This hybrid model 

creates a major difference on how well the tumor is found and classified. It is very likely to use in the clinic and helps 

radiologists and pathologists assess and diagnose the exact tumor. These enrichment improves clinical accuracy 

and streamlines the workflow in clinical settings. As technology is developed, further integration of artificial 

intelligence in medical imaging can lead to more significant progress in patient results. 

Keywords: Lung tumor detection, Tumor segmentation, Feed Forward Neural Network (FFNN), Binary Gannet 

Optimizer (BGO), MATLAB simulation, Advanced Computer Vision Model 

 

1. Introduction 

According to a huge number of case-control 

analyses carried out in the early 2000s, lung cancer 

mortality was considerably decreased by a combined 

screening strategy that used sputum cytology and chest 

radiography [1]. For statistical image investigation with 

patients, including diagnosis, radiation, and response 

assessment, the detection as well as segmentation of 

anomalies in medical images are crucial [2]. Rapid 

detection and precise diagnosis of possibly malignant 

tumors would improve the effectiveness of therapy and 

lower the death rate from lung tumor. The lack of obvious 

signs until the lung tumor has spread is a major obstacle 

for early detection [3]. 

In many countries, lung tumors are the most 

dreadful diseases, and it is yet difficult to identify the 

disease in a timely manner with increased accuracy. 

Cancer experts use Computer Tomography (CT) images 

and blood test outcomes to evaluate the malignancy, 

which takes time and requires additional human labor 

[4]. 

CT scanning is regarded as a dependable visual 

modality, and doctors have been employing many 

visuals of cancer types for the past years. A number of 

clinical image processing methods were created to use 

CT images to diagnose lung cancer early or later, but 

enhancing the techniques' responsiveness and 

efficiency remains a serious problem [5]. 

Nanotechnology is also becoming increasingly more 

advantageous and is being used in numerous practical 

applications, like accurate diagnosis as well as minute 

tumor detection. The accuracy and preciseness of tumor 

identification, as well as the differentiation of both 

cancerous and benign tumors, are greatly enhanced by 

nanoscale imaging processes [6]. 

The identification of such cancers is especially 

important for research and therapy purposes. Through 

medical visualization techniques, namely machine 

learning (ML) as well as deep learning (DL), traditional 

strategies were exceeded [7]. Artificial intelligence (AI) in 

detecting radiography images is experiencing rapid 

growth. Its probable benefit to enhance diagnosis 

accuracy for tumor events is generally known, but the 
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efficiency and clarity have yet to be proved in the setting 

of present diagnostic techniques [8]. Absolute volume of 

tumor auto segmentation has the potential to reduce 

clinical demand and offer uniformity for irradiation 

treatment selection among physicians and 

organizations. Furthermore, auto segmentation can 

make it possible for imaging investigations like radiation 

to build and implement extensive analysis involving 

several thousand patients [9]. The cancerous tumors in 

the lung can also be identified by involving X-ray images 

for early detection and prevention. Radiology images are 

segmented using Otsu's approaches of thresholding, 

and feature vectors are produced from the histogram 

features and pixel counts. Different methods are 

employed to ascertain whether the tumors are malignant 

or benign [10]. 

The starting stage of the detection is currently 

the most effective strategy to increase the existence 

percentage of affected individuals. Typically, radiologists 

need a full study of CT images to detect lung tumors, 

which takes more time. It is essential to analyze lung 

tumor in neuroimaging modalities such as CT scans. 

Medical imaging modalities can be analyzed using 

image processing as a continuous diagnostic tool [11]. 

The process of dividing visual data into varied 

components is called as segmentations. Finding various 

features in a visual data is essential for monitoring the 

environment and more specifically, for healthcare. 

Though Magnetic Resonance Imaging (MRI) is highly 

effective in visualizing soft tissues, its application in lung 

tumor detection is complicated by respiratory movement. 

However, recent developments are enhancing its 

potential as a useful tool, especially for the staging and 

follow-up of lung cancer, providing a non-radiative option 

compared to CT in certain situations [12]. 

Even though a number of detection techniques, 

like combining chest scans and mucus cytology, have 

been shown to lower the death rate from lung cancer, 

more effective, precise and rapid detection techniques 

are indeed required. With mechanization and 

sophisticated processing of images, current methods 

like CT imaging and radiography can be made less 

demanding and time-consuming. Furthermore, although 

CT and MRI examinations are frequently used to identify 

lung cancer, these tests' responsiveness and 

effectiveness require considerable enhancement. 

Precision, pace, and uniformity problems yet plague the 

present segmentation procedures, especially when it 

comes to differentiating between malignant and benign 

tumors. To help radiologists, there is a chance to create 

increasingly complex segmentation and classification 

techniques. Although the increasing use of nanoparticles 

for health diagnosis, particularly for the detection of small 

tumors, shows promising results, it rather has to be 

improved upon and further incorporated into standard 

lung cancer diagnostic procedures [13]. Furthermore, 

there is currently a gap in the complete integration of AI-

driven methodologies into clinical settings to improve 

cancer detection and treatment selection, even if ML and 

DL techniques have the potential to outperform 

conventional methods in medical imaging. Incorporating 

auto-segmentation technologies into medical processes 

and large-scale analysis requires more research, but 

research possess the capacity to handle massive 

amounts of patient data and offer consistency in 

treatment approaches. The lack of outward signs in the 

initial phases of lung tumor makes identification even 

more difficult, underscoring the need for better 

instruments to identify cancerous growths when they are 

still curable [14]. Additionally, although MRI is frequently 

used to diagnose various conditions, its utility in 

detecting lung cancer is less well-established than that 

of CT scans [15]. 

 

1.1 Key Contributions 

 In data collection, the information contains 

annotated radiology (CT) scans and 

histopathology images obtained from public 

available repositories. 

 Utilization of Gabor filters for preprocessing 

tends to improve clarity and lowers interference 

in the input medical images. 

 Introducing a novel method, called BGO-FFNN 

for tumor classification, addressing 

shortcomings in conventional techniques. 

 

2. Related Works 

Several existing methods involved in lung tumor 

segmentation and classification were analyzed and are 

tabulated by comparing their objectives, methods, 

results and corresponding limitations. These are 

deliberated in Table 1.  

 

Table 1. Comparison of Conventional Techniques engaging in Lung Tumor Segmentation and Classification 

Reference Objective Method Results Limitation 

[13] 

To increase feature 

representation and 

address modality 

discrepancies 

Images of PET as 

well as CT were 

separated using the 

MosNet approach 

On 126 NSCLC PET-

CT scans, MosNet 

demonstrated 

superior accuracy 

Variations in malignancy 

size, image movement, and 

inhalation during radiology 

visuals. 
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[14] 

The aim is to improve 

tumor segmentation  

 

MSAM is used with 

PET scans. 

The MSAM enhanced 

DSC by 7.6%  

 

MSAM should extend to 3D 

tumor-positive slices, 

manual ground truth 

modifications, and single 

observer contouring. 

[15] 

Precise lung tumor 

segmentation and 

detection using highly 

improved methods. 

 

Segmented lung 

cancerin radiology 

scans using a two-

pathway deep 

supervision 

approach 

Dice score of 0.675, 

F1-score of 0.682; on 

TCIA dataset. 

Constrained by the multi-

scale character of lung 

cancers that impact 

volumetric segmentation 

and the incapacity to 

efficiently learn tumor 

borders. 

[16] 

To effectively locate, 

segment, and classify 

lung tumors using a 

high degree of 

precision. 

AGRes and U-Net, 

VGG-19 CNN were 

utilized for tumor 

classification; U-Net 

techniques assessed 

IOU. 

CNN with Adam and 

VGG-19 optimized 

tumor diagnosis at 

improved accuracy, 

and AGRes U-Net 

obtained high 

accuracy. 

Concentration on tumor 

segmentation and 

classification, with limited 

models that lacked 

refinement for a range of 

clinical scenarios. 

[17] 

Creating an 

automated system 

using scan images 

for lung tumor 

detection. 

ExtRanFS 

framework for 

detection using 

NCCD dataset, 

which is also called 

IQ-OTH 

Outperformed with 

improved F1-score, 

accuracy, 

and,sensitivity. 

Utilizing a single dataset, 

ignoring variations in tumor 

features to the pre-trained 

VGG16 model limited the 

approach's utility. 

[18] 

Providing an 

overview for the 

detection of lung 

cancer. 

JSRT, NLP, and 

2D/3D CNNs. 

Potential despite 

issues, going over 

traditional methods of 

lung cancer. 

Underutilized transducer 

designs and insufficient for 

better precision and 

applicability. 

[19] 

Optimizing lung 

cancer detection and 

segmentation on CT 

scans. 

 

DSC, statistical tests 

were used to assess 

a 3D U-Net. 

 

 

DSC of 0.77, 

improved sensitivity, 

specificity, and a 

tumor segmentation 

time of 76.6 seconds. 

Due to its dependence on 

typical chemotherapeutic 

data, the algorithm should 

be trained on a particular 

CT scan dataset, and could 

fail to generalize well. 

[20] 

To classify the lung 

tumor by giving 

several methods and 

achieve high 

precision 

 

Hybrid WOA-APSO 

techniquewas used. 

Algorithm achieved 

enhanced accuracy, 

sensitivity, and 

specificity rates. 

Limited by the dependence 

of research on a particular 

radiology dataset, the 

hybrid WOA-APSO 

algorithm might have 

trouble with feature 

variability 

[21] 

Developed a design 

for quick and 

accurate lung cancer 

segmentation across 

all breathing phases. 

Self-attention, 

motion region 

RCNN, and U-Net, 

techniques used. 

 

VD of 0.50 as 

opposed to 0.99, 1.01, 

0.92, outperformed 

and obtained DSC 

values of 0.86 and 

0.90. 

Due to its dependence on 

limited, high-quality 4D CT 

datasets and issues with 

tumor movement and 

structural changes 

[22] 

Developing an 

efficient CT image 

segmentation system 

for the diagnosis of 

tumor. 

 

Three filters and 

GCPSO algorithm, 

as well as five 

optimization 

techniques were 

employed 

Improving 

preprocessing and 

contrast, the GCPSO 

algorithm achieved 

the highest accuracy. 

The use of only 20 

specimen images, which 

may not adequately 

represent the range of lung 

CT scans, the results 

varied depending on the 

specific dataset 
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[23] 

To overcome class 

imbalance, 

outperform other 

CNN architectures 

and accurately 

classify lung cancer 

from CT data. 

The Lung-EffNet 

model, NCCD and 

other pre-trained 

CNN models. 

 

Achieving high 

accuracy, and ROC 

score  

 

A tiny dataset, no synthetic 

data generation, and a 

failure to investigate 

alternate topologies all 

hindered the model's 

performance. 

[24] 

To increase 

classification 

accuracy and 

enhance the 

identification of lung 

glands. 

Preprocessing, 

CSAR algorithm is 

used to get higher 

accuracy. 

Achieved optimized 

precision, recall, F1-

score, accuracy. 

Sensitivity of FCOM to 

initial centroids, and 

possible difficulties with 

complicated tumor forms. 

[25] 

 

Creating a precise 

framework for 

categorizing lung 

cancer nodules. 

 PCA Methodology is 

used. 

Achieving improved 

accuracy. 

 

Other medical imaging 

datasets, such as brain 

tumor identification, is its 

drawback. 

[26] 

To create a technique 

for diagnosing lung 

cancer with high 

accuracy and 

efficiency. 

GCPSO algorithm for 

segmentation, and a 

graphical user 

interface for tumor 

categorization. 

Obtained enhanced 

sensitivity, accuracy, 

precision, F1-score, 

and recall. 

Lacked additional 

hyperparameter 

adjustment and was not 

extended to 3D images. 

[27] 

Created a technique 

to identify the 

problem 

automatically using 

radiology scans. 

AlexNet-SVM model 

after modified U-Net. 

High sensitivity, 

specificity, and 

precision accuracy. 

The model was restricted to 

the LUNA16 dataset. 

 

[28] 

Evaluating lung 

cancer diagnosis 

techniques and 

proposing an 

effective tumor 

identification plan 

Methods of 

classification and 

segmentation for the 

detection. 

 

Accuracy in correctly 

detecting lung cancer  

FCM could highlight the 

tumor but could not extract 

the tumor area effectively. 

 

 

3. Methodology 

The methods involved in this research include 

data collection consisting of annotated radiology images 

(CT scans) and histopathological slides. Preprocessing 

involves Gabor filters to reduce noise and improve the 

contrast of input images. MSEWS is used to segment 

tumors, for precise tumor zone delineation in spite of 

obstacles such as cell overlap and tumor variability [29]. 

LBP is used to extract texture information and to 

enhance classification accuracy, a novel method BGO-

FFNN, which classifies tumors as normal and abnormal 

conditions. Figure 1 represents segmentation and 

classification of the BGO-FFNN model. 

 

3.1 Data Collection 

Radiological imaging data is gathered for 

classification and segmentation from Kaggle 

https://www.kaggle.com/datasets/dishantrathi20/ct-

scan-images-for-lung-cancer. CT scan images are used 

for detection, which aids the diagnostic training ML 

models. The dataset consists of histopathological 

images collected to determine whether an image shown 

is benign, squamous cell carcinoma, or adenocarcinoma 

[30]. It is accumulated using 

https://www.kaggle.com/datasets/rm1000/lung-cancer-

histopathological-images. Figure 2 signifies the sample 

images of histopathology and radiology images used for 

tumor detection. 

 

3.2 Preprocessing 

Preprocessing is the process of getting data 

ready and tidy in order to improve model performance by 

highlighting key characteristics, lowering noise, and 

increasing picture quality [31].  To provide precise tumor 

identification and classification in medical imaging, this 

phase is essential for enhancing the learning model's 

performance. 

 

3.2.1 Gabor Filter  

Gabor filters are frequently employed for texture 

classification-based applications such as reduction in 

noise and contrast enhancement of medical images. A 

sinusoidal plane wave modulated by a Gaussian 

envelope at a specific range and angle makes up a 

Gabor filter.  

https://www.kaggle.com/datasets/dishantrathi20/ct-scan-images-for-lung-cancer
https://www.kaggle.com/datasets/dishantrathi20/ct-scan-images-for-lung-cancer
https://www.kaggle.com/datasets/rm1000/lung-cancer-histopathological-images
https://www.kaggle.com/datasets/rm1000/lung-cancer-histopathological-images
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Figure 1. Overall Flow Diagram of Suggested Segmentation and Classification Model 

Figure 2. Sample Dataset Images (a) Histopathology and (b) Radiology Images 

Convexity of images using a large amount of 

Gabor filters represents an image's Gabor filtering also 

defined by equations (1) and (2). 

𝐺∅,𝜎(𝑊, 𝑍) = 𝐽(𝑊, 𝑍) ∗ 𝜓𝜃,𝜎(𝑊, 𝑍)   (1) 

∫ ∫ 𝐽(𝑊, 𝑍)𝜓𝜃 ∙ 𝜎(𝑊 − 𝐿 ∙ 𝑍 − 𝐾)
+∞

𝑘=−∞

+∞

𝑙=−∞
  (2) 

Where, 𝐽(∙ ) represents visual data, 𝜎(∙ ) 

symbolizes the direction of the Gabor filter. Here, 𝜃and 𝜎 

and ∗ is the operator for convolution and is possible to 

define a Gabor filter by using equation (3). The 

frequency-domain band pass filter is represented by 

equations (4) and (5). 

𝜓(𝑉, 𝑈) =  𝑓
−𝜋2

𝑒2 (𝛾2(𝑣′ − 𝑒))2 + 𝜂2𝑈2)  (3) 

𝑢 ′ =  𝑢 𝑐𝑜𝑠 𝜃 +  𝑣 𝑠𝑖𝑛 𝜃         (4) 

𝑣 ′ =  −𝑢 𝑠𝑖𝑛 𝜃 +  𝑣𝑐𝑜𝑠 𝜃        (5) 

 

3.3 Tumor segmentation using Multi-Scale Edge-

Watershed Segmentation (MSEWS)  

Region-growing techniques, like watershed, are 

a common way to resolve image segmentation related 

issues. There are no restrictions to guarantee one 

marker per item or appropriate border placement in the 

Bayesian marker extraction approach, which uses a 

Naïve Bayes classifier. Therefore, a one-to-one 

correlation between markers and objects cannot be 

guaranteed. It can be mathematically defined in the 

equation (6). 
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𝐾𝑒𝑟𝑜𝑑𝑒𝑑 = 𝐾𝜃𝐴       (6) 

The degradation of victualing label  𝐾 is an 

appropriately selected structural component  𝐴 . The 

results of  𝐺𝑚𝑎𝑟𝑘𝑒𝑟 , denoted as 𝑂𝑚𝑎𝑟𝑘𝑒𝑟 , is then 

represented in equation (7). 

𝑃𝑚𝑎𝑟𝑘𝑒𝑟(𝑗, 𝑖) = 𝑂[𝐾𝑒𝑟𝑜𝑑𝑒𝑑(𝑗, 𝑖)|𝑒(𝑗, 𝑖)] = 𝑔𝑚𝑎𝑟𝑘𝑒𝑟(𝑒(𝑗,𝑖)) (7) 

Referring to the predictor learned in the usual 

reality and the outcome of the probability map is 

represented by 𝐾𝑒𝑟𝑜𝑑𝑒𝑑  and 𝑔𝑚𝑎𝑟𝑘𝑒𝑟 , to emphasize the 

notational contrast. This is done in contrast with 

thresholding regions using larger values of  𝑂 . The 

experimental findings will show that 𝑔𝑚𝑎𝑟𝑘𝑒𝑟  is unduly 

cautious and generates superior object markers. 

Adjacent pixels can be differentiated to 

determine the intensity changes. Convolution of the filter 

to the image can be used to get the first order derivative. 

As a result, the object border might not be apparent. 

Thus, the MSEWS method successfully integrates 

erosion techniques with region-growing algorithms to 

enhance tumor segmentation, improving precision and 

clarity in medical imaging applications. 

 

3.4 Feature Extraction using Local Binary 

Patterns (LBP) 

Extracting the feature is an essential one to 

extract significant features for precise classification. 

Three matrices, such as object, edge, and background, 

typically appear throughout medical images of various 

types and can be identified by their feature qualities [32]. 

An image's local spatial pattern of pixel intensities is 

encoded by a texture descriptor called LBP. In terms of 

mathematics, each pixel's LBP is represented in 

equation (8). 

𝐿𝐴𝑄(𝑂, 𝑄) = ∑ 𝑒(ℎ𝑜 − ℎ𝑓)0−1
𝑂=0 2𝑂      (8) 

Where 𝑂 indicates the entire number of pixels in 

radius that surround the central pixel. Additionally, the 

magnitude of the middle pixel is denoted by (ℎ𝑜) , 

whereas that of the neighboring pixels is denoted byℎ𝑓. 

If the radius of circulation is equal to one, then each 

central pixel in the(𝑂, 𝑄) image has eight associates in 

the LBP feature vector [33]. The LBP value is determined 

by evaluating the intensity of the central pixel in relation 

to its neighboring pixels, resulting in a binary pattern. 

These patterns are subsequently transformed into a 

numerical value that is utilized for classification. This 

aids in distinguishing structures such as lung tumors 

from the adjacent healthy tissue. 

 

3.5 Lung Tumor Classification using Binary 

Gannet Optimizer Tuned Feed Forward Neural 

Network (BGO-FFNN)  

To improve tumor classification performance, 

the BGO-FFNN uses the BGO's optimization capabilities 

to adjust an FFNN's parameters. It can optimize the 

FFNN with BGO, which addresses both local and global 

search capabilities and produces a more reliable and 

accurate model. 

 

3.5.1 Feed Forward Neural Network (FFNN) 

A FFNN comprises input, hidden, and output 

layers. Figure 3 shows the basic structure of an FFNN. 

The input layer accepts input data, hidden layers 

process information, and the output layer produces an 

output. The activation function ReLU is commonly used 

for tumor classification. The generic formulation shown 

in Equation (9) of the cross-entropy loss function used in 

the multi-class classification context is minimized 

through gradient descent. 

𝑄𝑓𝐾𝑉 = {
𝑤 
0

𝑤
𝑤

≥ 0
< 0

       (9) 

𝑘(Θ) = −
1

𝑚
∑ ∑ 𝑧𝑖

(𝑗)𝑟
𝑖=1

𝑚
𝑗=1 𝑘𝑚𝑧𝑖

(𝑗)
        (10) 

In equation (10), 𝑧 is the input variable,𝑧𝑖
(𝑗)

 is the 

tumor predicted label.

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Architecture of Feed Forward Neural Network (FFNN)
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3.5.2 Original Gannet Optimizer (GO) Algorithm 

The GO is an evolution-based optimization 

method that employed to enhance the performance of 

tumor classification. In the design of the algorithm, 

inspiration was drawn from the behavior of gannets while 

feeding close to lakes and coastal waters: GO consists 

of two phases, namely exploitation and exploration, 

where the FFNN model is optimized for the purpose of 

tumor detection and classification. 

 

3.5.2.1 Stage 1—Initialization 

The gannets are considered to represent the 

initial population in this case, and it is started at random 

with value of limits as indicated by equation (11). 

M(o,r) = 𝐸1(𝑉𝑜𝐴𝑟 - 𝐾𝑥𝐴𝑟)   +𝑘𝑥𝐴  (11) 

The position of 𝑜𝑡ℎ  search tool of the 𝑟𝑡ℎ size 

was noted as  𝑀(𝑜,𝑟) . The top bottom limits are 

represented as 𝑉𝑜𝐴 and 𝐾𝑥𝐴. As seen in E1, the random 

number falls between 0 and 1. 

 

3.5.2.2 Stage 2—Exploration 

In this step, the gannets search the water’s 

surface for food. Once the prey has been located, it may 

change their diving techniques based in the water’s 

depth. As shown by equations (12) and (13), the U-

shaped and V- shaped are the two types. 

𝑣 = 2 ∗ cos(2 ∗ 𝜋 ∗ 𝑄𝑒2) ∗ 𝑚      (12) 

𝑢 = 2 ∗ 𝑤(2 ∗ 𝜋 ∗ 𝑄𝑒3) ∗ 𝑛     (13) 

Where,  𝑛 = 1 −
𝑚𝑑

𝑚𝑛
        (14) 

In the equation (14), the terms 𝑚𝑑  and 𝑚𝑛 

indicates present iteration and the highest number of 

iterations. The range of random values is 0 to 1, as 

in  𝑄𝑒2 𝑎𝑛𝑑 𝑄𝑒3 . Equation (15) is used to update and 

determine the new location using these two diving 

conditions. 

ℎ𝑗(𝑚 + 1) = {
ℎ𝑖

ℎ𝑖

(𝑚)
(𝑚)

+
+

𝑏1
𝑎1

+
+

𝑏2,
𝑎2,

  0
 0

≥
≥

0.5
 0.5

  (15) 

Here, 𝑏2 = 𝑣 ∗ (ℎ𝑖 (m)- ℎ𝑖(𝑚) − ℎ𝑒(𝑚)), 𝑎𝑛𝑑 𝑎2 = 𝑢 ∗

(ℎ𝑖(𝑚) − ℎ𝑏(𝑛))         (16) 

The terms 𝑣 and 𝑢 are represented in equations 

(16) and (17).  

𝑣 = 2(∗ 𝑄𝑒4 − 1) ∗ 𝑣, 𝑈 = (2 ∗ 𝑄𝑒5 − 1) ∗ 𝑢 (17) 

 

3.5.2.3 Stage 3—Exploitation  

It takes considerably more energy to grab the 

prey once the searchers dash to the water's surface. As 

a result, as the fish seeks to surface, the gannets may 

display incredible activity. The following equations (18-

21) are used to determine the term 𝐷𝑂. 

𝐷𝑂 =
1

𝑜∗𝑚2
         (18) 

𝑚2 = 1 +
𝑚𝑑

𝑚𝑛
         (19) 

𝑜 =
𝑛𝑏∗𝑢𝑧2

𝐾
         (20) 

𝑘 = 0.2 + (2 − 0.2) ∗ 𝑄𝑐6        (21) 

As stated in 𝑄𝑐6, the random value comes under 

0 and 1. Therefore 𝑛𝑏  and 𝑢𝑧 represent the gannet’s 

mass and velocity and are set accordingly. Additionally, 

the equation (22) is used to evaluate the term 𝛿 and 

equation (23) yields the optima value. 

𝛿 = 𝑑𝑜 ∗ |ℎ𝑜(𝑚)ℎ𝑎𝑠(𝑚)        (22) 

𝑅 = 𝑘𝑢𝑧(𝑐)         (23) 

 

3.5.3. Binary Gannet Optimization (BGO) Algorithm 

The BGO methodology was expanded upon and 

altered in this research to handle the unique difficulties 

of pooling centre placement and transportation 

optimization. To do this, the new algorithm BGO is 

proposed and the new mathematical statements are as 

follows in Equations (24-25) 

𝛿 =
𝛽

𝛾
;𝛾 =

𝛽

𝛼
       (24) 

The terms 𝛼  and 𝛽  in the equation above are 

calculated as follows: 

𝛼 =
𝑁

100
  ; 𝛽 =

𝑁

20
        (25) 

The total number of populations taken into 

consideration is indicated by the term 𝑁. to get the most 

effective outcomes, the new gamma values are used in 

equation (25). Figure 4 represents flow diagram that 

represents BGO algorithm. 

The lung tumor is precisely segmented and 

classified using an Advanced Computer Vision Model. 

The integration of BGO-FFNN tends to improve the 

classification of tumor as normal or abnormal based on 

the input data. After processing the chosen features from 

BGO, FFNN discovers trends and connections within the 

data [34]. This is achieved by BGO that optimizes FFNN 

hyper parameters. The hyper parameters with its 

description and values are signified in Table 2. Further, 

Algorithm 1 represents the steps involved in the 

proposed model involved in segmentation and 

classification of lung tumor. 

 

4. Results and Discussion 

The outcomes, including comparative analysis 

and performance evaluation results, are deliberated in 

this section. Thus, the efficacy of the suggested work is 

analyzed. 
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Figure 4. Binary Gannet Optimization (BGO) Algorithm 

Table 2. Details of Hyperparameters 

Hyperparameter Description Values 

Number of layers that are hidden. The FFNN’s hidden layer count. 2,3,4 

Learning Rate Speed at which weights are updated by the model during 

training. 

0.001, 0.01, 

0.1 

Activation Function The activation function given to each neuron. Sigmoid, Tanh 

Batch Size Number of samples used in a single training cycle. 16, 32, 64 

Epochs The quantity of thorough runs through the training set. 50, 100, 200 

 

Algorithm 1. Lung Tumor Segmentation and Classification Using MSEWS and BGO-FFNN 

Step 1: Tumor Segmentation using MSEWS 

defmsews 0_segmentation(image): 

segmented_image = msews(image) 

return segmented_image 

segmented_images = [] 

for image in preprocessed_images: 

segmented_image = msews_segmentation(image) 

segmented_images.append(segmented_image) 

Step 2: Feature Extraction using LBP 

defextract_lbp_features(image): 
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lbp_image = local_binary_pattern(image, P=8, R=1, method='uniform') 

return lbp_image 

lbp_features = [] 

for image in segmented_images: 

features = extract_lbp_features(image) 

lbp_features.append(features) 
 
Step 3: Initialize FFNN 

defcreate_ffnn(input_dim, output_dim): 

model = tf.keras.Sequential([ 

tf.keras.layers.Dense(128, activation='relu', input_shape=(input_dim,)), 

tf.keras.layers.Dense(64, activation='relu'), 

tf.keras.layers.Dense(output_dim, activation='softmax')  

return model 
 
Step 4: Apply Binary Gannet Optimizer (BGO) to optimize FFNN parameters 

defbinary_gannet_optimizer(model, features, labels): 

bgo = BinaryGannetOptimizer(model, features, labels) 

optimized_model = bgo.optimize() 

return optimized_model 

X = lbp_features 

y = dataset.labels 

optimized_model = binary_gannet_optimizer(create_ffnn(X.shape[1], len(set(y))), X, y) 
 
Step 5: Evaluate Classification Performance 

model_accuracy = accuracy_score(y_true, y_pred_binary) 

model_precision = precision_score(y_true, y_pred_binary) 

model_recall = recall_score(y_true, y_pred_binary) 

model_f1 = f1_score(y_true, y_pred_binary) 

 

4.1 Experimental Setup 

The experimental setup to execute the DDEA-

NB model needs a high-performance computing system 

designed and well-fitted with a 1TB SSD, 32 GB RAM, 

and an Intel Core i9 processor, which can compute 

large-scale network slicing data efficiently. It is 

implemented on a Linux-based operating system using 

Python 3.11.2. The software stack utilizes Scikit-learn for 

the NB classifier, NumPy and Pandas for data 

preprocessing, and Matplotlib for visualization.  

 

4.2 Experimental Results  

The proposed model BGO-FFNN has been 

examined, employing several effectiveness criteria, 

including recall, F1-score, accuracy, as well as 

precision. These metrics have the descriptions that 

follow in Table 3. Representing the outcomes procured 

by the proposed BGO-FFNN model is deliberated in 

Table 4. 

By implementing the proposed model BGO-

FFNN, the accuracy obtained is 95.14%, with a precision 

of 99.71%, recall of 94.48% as well as the F1- score of 

97.21%. 

 

4.3. Confusion Matrix 

The confusion matrix, which defines true 

positives and false negatives, assesses the performance 

of the model. The true tumor type and the false tumor 

type breakdown enable one to see the positive and 

negative of the model with respect to their ability to 

detect and classify tumors. Figure 5 shows the matrix 

table for the proposed model. 

As per the matrix table, 1500 correct instances 

were obtained as abnormal and 1200 as normal when 

compared with other misclassified labels. 
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Table 3. Description of Performance Metrics 

Metrics Explanation Formula 

Accuracy The capability of the model to predict both true positive and true negatives 

regarding tumor cases. The model computed an accuracy score, which is 

the proportion of predictions made that were correct concerning tumor 

classification, to derive tumor detection and classification results. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

=
𝑇𝑝  + 𝑇𝑁

𝑇𝑝 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

 

Where, 𝑇𝑝 = True 

Positives 

𝑇𝑁 = True Negatives 

𝐹𝑃= False Positives 

𝐹𝑁=False Negatives 

Precision True Positive-expected ratio relates to the accuracy of tumor instances 

identified correctly. This parameter measures the ability of the model 

capable of correctly forecasting positive tumor cases, thus giving an 

assurance of the reliability of its detection performance. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑝

𝑇𝑝 + 𝐹𝑃

 

Recall The recall is refers to the amount of true positive tumor regions correctly 

identified among all tumor areas predicted. It emphasizes the model's 

capability to accurately identify the tumors with higher precision in tumor 

classification. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑝

𝑇𝑝 + 𝐹𝑁

 

F1-score The F1-score is the tumor classification, harmonic mean of precision and 

recall: it reflects those points in tumor recognition at which the model has 

precision (correctly classify the tumors) and recursivity (recognize all of the 

tumors that it should have done, recall) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒

= 2

×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

Table 4. Outcomes Produced by Proposed BGO-FFNN 

Metrics BGO-FFNN[Proposed] 

Accuracy 95.14 

Precision 99.71 

Recall 94.48 

F1-Score 97.21 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Confusion Matrix 
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4.4. Receiver Operating Characteristic (ROC) 

ROC graph that shows the trade-off between the 

true positive rate (sensitivity) and the false positive rate, 

which is used to test the performance of the tumor 

classifier at various thresholds. This balances the correct 

identification of tumors and false positives. Figure 6 

shows the ROC curve with an AUC of 0.95. 

 

4.5. Comparative Analysis 

The BGO-FFNN model is contrasted with other 

methods to evaluate the efficacy of the developed 

segmentation as well as the classification model. 

Conventional models include A Pioneering Educational 

System Network (APES Net) [28] and Hierarchical 

Convolutional Neural Network (HCNN) [29, 30]. The 

comparative results are signified in Table 5 with a 

graphical illustration in Figure 7. 

Tumor detection as well as classification 

capabilities for APES Net and HCNN are limited. HCNN 

produces an accuracy of 92.50%, a recall of 91.38%, a 

precision of 99.63%, and an F1-score of 95.18%, while 

APESNet attained recall (93.24%), F1-score (96.02%), 

precision (99.95%), and accuracy (94.32%). These are 

overcome by the BGO-FFNN model, which achieves 

improved accuracy (95.14%), recall (94.48%), precision 

(99.71%), and F1-Score (97.21%). By optimizing the 

model's parameters, BGO-FFNN enhances the model's 

performance in tumor segmentation and classification, 

outperforming existing models. 

 

5. Discussion 

For good clinical management, including 

accurate treatment planning and timely intervention, it is 

very important to accurately segment and detect lung 

tumors. Traditional methods often run into big problems, 

such as the fact that tumor morphology is always 

changing, the contrast between cancerous and healthy 

tissues is often subtle, and anatomical structures that 

overlap can make things even more confusing [35]. 

These problems always make it harder for traditional 

methods of tumor delineation and identification to be 

reliable and accurate. Because of these major flaws, this 

study presents a new Advanced Computer Vision Model 

that uses a Binary Gannet Optimizer Tuned Feed 

Forward Neural Network (BGO-FFNN) to better classify 

lung tumors. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Receiver Operating Characteristic (ROC) 

 

 

Table 5. Comparative Results for Traditional and Proposed Model 

Methods Accuracy Precision Recall F1-Score 

APES Net [29] 94.32 99.95 93.24 96.02 

HCNN [29,30] 92.50 99.63 91.38 95.18 

BGO-FFNN[Proposed] 95.14 99.71 94.48 97.21 
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Figure 7. Outcome of the Proposed Model: (a) Accuracy and precision; (b) f1-score and recall 

Our proposed method solves the problems 

listed above with a carefully planned multi-stage 

process. The first step in preprocessing, which used 

Gabor filters, worked very well to reduce noise in the 

images and greatly improve the contrast between 

tissues. This improvement is very important for making 

the edges of tumors easier to see, which is necessary 

for accurate segmentation later on. Using Multi-Scale 

Edge-Watershed Segmentation (MSEWS) techniques to 

separate tumor regions showed that they could do so 

with a high level of accuracy [36]. This hybrid method 

works well because it combines edge detection with 

watershed principles. This lets it capture complex tumor 

shapes that other single-strategy methods might miss. 

Also, using Local Binary Patterns (LBP) to get texture 

features gave the model useful detailed textural 

information that helped it tell different types of tumors 

apart based on their unique micro-architectural features.  

The main new thing about this work is that it 

uses the Binary Gannet Optimizer (BGO) to make the 

Feed Forward Neural Network (FFNN) work better. This 

meta-heuristic optimization method worked well to fine-

tune the FFNN's parameters, which improved its ability 

to classify. The experimental results clearly show that 

the proposed BGO-FFNN model works, with impressive 

metrics across all evaluated parameters: recall 

(94.48%), F1-score (97.21%), accuracy (95.14%), and 

precision (99.71%). These numbers show that the model 

can accurately find positive cases (high recall), keep a 

good balance between precision and recall (high F1-

score), correctly label both tumor and non-tumor areas 

(high accuracy), and keep false positives to a minimum 

(high precision).  

When we compare our results to those of 

traditional methods, we see that the suggested 

advanced computer vision model performs much better. 

With powerful adaptation capabilities of BGO for FFNN 

architecture, advanced image processing techniques 

(Gabor filtering, msws), strong convenience extraction 

(LBP) [37], and with co -integral integration of the 

powerful adaptation abilities of BGO for FFNN 

architecture, make it better. The fact that this hybrid 

model can achieve around problems with traditional 

methods shows how it can change the way the lung 

tumor is seen.  

This study has a major impact on how it can be 

used in the clinic. The BGO-FFNN model can help 

radiologist and pathologist to get more accurate tumor 

assessment and diagnose by creating a very easy to find 

and classify the tumor. This high accuracy can directly 

make better treatment plans, allowing better patient 

results and less mistakes in diagnosis [38]. In the future, 

we will work on testing the model on large and more 

diverse datasets, given whether it can be used with a 

variety of imaging, and to see how it can be used in real 

-time clinical workflows.  

We used two separate existing methods, 

APESNet [39] and HCNN [40], to see how well the 

proposed model worked. However, a low recall rate of 

APESNet suggests that the tumor can be miscarried. 

Also, HCNN with low accuracy values tends to make 

classification less reliable. But these problems can be 

fixed by using the suggested BGO-FFNN model, which 

gets rid of unnecessary and unimportant features. This 

makes the model work better and lowers its 

dimensionality. The BGO-FFNN model works better than 

APES Net and HCNN because it has better recall, can 

automatically change hyper parameters, chooses the 

best features, and is more accurate. Because of these 

improvements, the tumor segmentation and 

classification model is now more effective and reliable. 
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6. Conclusion 

This study successfully created and tested a 

new advanced computer vision model to classify the 

lung tumors. It used a binary gennet optimizer tune feed 

forward neural network (BGO-FFNN). Our model 

showed a strong and accurate way to find and separate 

the lung tumors, even if traditional methods have their 

own problems. The suggested method uses a gabber 

filter to reduce the noise and vice versa, correctly tumor 

to multi-level edge-watarashed segmentation (MSEWP), 

and important texture features for local binary pattern 

(LBP) (LBP) (LBP). There was a major difference in 

classification from using a binary gennet optimizer in a 

new way to improve the performance of feedform neural 

networks.  

This study uses an advanced computer vision 

model to block and classify the lung tumors. First, input 

data were collected, including images from 

histopathology and radiology. Then, the Gabor filter was 

used to get rid of noise, MSEWS was used to separate 

the tumor, and LBP was used to achieve text features 

from different input images. After that, BGO optimizes 

FFNN hyper parameters to classify images as normal or 

unusual. Results suggest that proposed model tumor 

classification and detection is better than existing 

methods, accuracy of 95.14%, accuracy of 99.71%, a 

recall of 94.48%, and F1-score of 97.21%. This 

improvement increases the tumor segment and 

classification efficiency. Infrastructure can also be 

biased of training data even after adaptation, especially 

when working with small or unbalanced datasets. This 

hybrid model represents a significant progress in the 

field of medical image analysis, which provides sufficient 

improvement in tumor detection and classification 

accuracy. The potential clinical effect is deep, as this 

model can serve as an invaluable tool to support 

radiologists and pathologists and assess and diagnose 

more accurate and timely. By contributing to the more 

accurate treatment plan and early intervention, the BGO-

FFNN model promises greatly to improve patient results 

in lung cancer management. To increase generalization, 

future research should focus on data growth approach 

and large, more diverse datasets. 
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