
Air Quality Prediction and Monitoring using 

Machine Learning Algorithm based IoT sensor- A 

researcher’s perspective 
 

G.Kalaivani Research Scholar,                                        Dr. P.Mayilvahanan Professor & Head, 
                               Department of Computer Science,                                                     Department of Computer Science,  

Vels Institute of Science,Technology & Advanced Studies              Vels Institute of Science,Technology & Advanced Studies 

                              kalaivanikamalakannan@gmail.com                                                            mayil.scs@velsuniv.ac.in 

 

Abstract-Air Pollution (AP) is one of the serious and major 

environmental problem worldwide. Many researchers have drawn 

attention and have focused about these problems keeping in mind 

human health. Air quality prediction information is one of the 

better ways through which people can be informed to be more 

vigilant about serious health issues and protect human health 

caused by air pollution. In many metropolitan cities air pollution 

is a major challenging environmental issue. To analyze the 

present traffic condition of the city, local authorities can be 

enabled by real time monitoring of pollution data which makes 

appropriate decisions. Hence an early system is required for 

monitoring and calculating the level of AP using Air Quality (AQ) 

which is essential for predicting exactly the pollutant 

concentrations. The prediction of AQ can be improved by 

deploying Internet of Things (IoT) based sensor which are 

considerably changing the prediction of AQ dynamically. The 

prediction of AP discussed and estimated using many existing 

techniques are very expensive and have very low accuracy. The 

technological advancement of Machine Learning (ML) algorithm 

can be very fast increasing and searching almost all fields and 

applications whereas AP prediction has not prohibited from those 

fields. This paper describes about various studies of ML 

algorithm relating to AP prediction and monitoring based on the 

IoT sensor data in the context of various cities. This paper also 

summaries real time and historical data based on the AQ 

prediction models tools and techniques and describes about recent 

research methodologies merits and demerits of AQ prediction, 

along with the challenges based on real time monitoring and 

prediction of AQ.  

Keywords: Air Quality, Monitoring System, Machine Learning, 

Air Quality Index, Air Pollution, Prediction, IoT, Pollutant.  

I. INTRODUCTION 

One of the major disadvantages to human health can be 

recognized as AP. There are 7 million people who suffered 

major health risk because of AP according to the World Health 

Organization (WHO) [1]. AP issues can rise very serious health 

issues and pose major threat all over the world. It affects major 

health issue in people which is a leading risk factor and are 

affected by bronchitis, asthma, heart issues, lung cancer, skin 

infections, throat, respiratory disease, eye diseases etc. The 

main underlying cause of greenhouse effect by vehicles and 

industry pollution emissions as well as the foremost providers 

amongst to the phenomenon is the emission of CO2 [2]. At the 

global environment over the last two decades has remained a 

burning issue which are broadly discussed as climate change 

which results in damage of ozone layer and increasing of smog. 

 

Many cities utilize Information and Communication 

Technologies (ICT) that enables the government to make 

effective use of accessible resources by providing good health, 

energy and transport facilities to their citizens and for the 

benefit of the people. At various points inside the city there are 

various types of data collection sensors are installed that are 

developed for management of city resources as a source of 

information. The major and basic aim of enhancing the smart 

city are controlling the pollution, energy conservation, good 

traffic control, waste management, enhanced public security and 

safety. The urban areas have growing population rapidly in 

recent years because of movement of people and 

industrialization from rural to urban areas. Approximately the 

world’s population of around 54 to 66% will migrate to urban 

areas by 2050 according to the report of UN [3]. Hence 

increasing of population by adding additional industries and 

automobiles to cites so the energy, transportation demand and 

assurance also increased in urban areas. This will in turn 

becoming a major concern by rising of pollution emission for 

local and national jurisdiction on the global stage of leaders. 

The government of national and local authorities provides best 

style of living through controlling pollution for their population 

like minimizing health issue among people. In many of the 

metropolitan cites, managing AP is the major and basic issues. 

The prediction problem of AP can be evaluated using statistical 

linear models. These techniques have variation in time-series 

data and provide poor estimation due to the complexity for AP 

[4] [5]. In order to overcome these challenges faced by 

prediction of AP over the last 60 years, the numbers of ML 

techniques are used to develop and help to address the 

problems. 

 

The Internet of Things (IoT) is employed to inspect and monitor 

live AQ over particular surroundings [6]. Myriad devices are 

possessed by IoT for mutual communication over-assisted 

interlinked nodal devices. Gadgets that are sensor embedded 

utilize this internet to gather data and transmit it through 

wired/wireless gadgets, where data analysis is done to 

implement requisite operations [7]. The progression of IoT is 

increasing every day and become renowned by virtue of its 

several applications over industries, and smart cities [8]. 

Intruders may hack the sensor data of IoT. Hence it is a 

prerequisite to safeguard the information and prevent such 

attacks. Devices employed for attack prevention must possess 

traits such as detection, privacy, internality, and undeniability. 

ML based on Artificial Intelligence (AI) to predict the 

forecasting from the previous or past data. It can deliver 

computers, the capability of without being clearly programmed 

to gain knowledge. Machine discovers and creates the major 

specialty of PC application progressively which may differ and 

exposed to novel information with the help of laptop learning 

and finding out methods and algorithms using python when 
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implementing of a laptop. The specialized algorithms can be 

used to involve the process of prediction and coaching. Then 

algorithm utilizes to feed the training data and uses this 

knowledge on brand new test information to provide 

predictions. Secure communication in IoT raises many serious 

challenges which need to be addressed carefully for large-scale 

and commercial deployment of such networks [56]. There are 

three classes which are separated by machine finding out 

namely supervised, unsupervised and reinforcement learning. 

Supervised learning method has been labeled with the help of 

person previously that depends on the corresponding label to 

trained data which was given by each input knowledge whereas 

unsupervised learning does not have any labels. In this paper 

described ML technique associated with AP prediction and 

monitoring based on urban environments and to provide a 

various methodology given by different authors discussed by 

getting the overall decision for using this technique. The 

utilization of ML technique has actively enhanced and begun 

which are conditioned by the essential in this field also there are 

various studies and investigation have been done. This 

information will direct and guide us to detect the tendency 

applied in this research work to finding out innovations which 

in turns us to discover for future examination. 

 

The organization of this paper is as follows: Section 2 describes 

AP monitoring and its importance based on AQ index, Section 

3 describes AQ prediction using ML algorithm, Section 4 

describes survey for real time air monitoring based on sensors, 

Section 5 discusses challenges based on air quality prediction 

and monitoring and Section 6 ends with conclusion. 

II. AIR POLLUTION MONITORING AND ITS IMPORTANCE 

In order to prevent the AP and estimate the emission sources, 

AQ monitoring is the major significant factor for estimating the 

AP on public and private industrial sectors. AP conserves the 

greenhouse effect. The monitoring tools are used by industrial 

operators based on their perimeter for AQ and manage 

emissions which have the benefits to enhance the relationships 

with communities and regulators. The AQ regulation shifting 

has been more and more essential for businesses to obtain their 

AQ monitoring tool that are burden from publicly funded 

monitoring to monitoring funded by industry [9]. The 

estimation of air pollutant levels can be calculated by air 

quality monitor which are presented in inside and outside of 

the ambient. The sensor-based devices are used basically for 

inside of the AQ monitors which has convenient units and 

measuring can be done by ppb. In case of outside ambient 

applications, data sharing is widely used for measuring the air 

quality monitoring. The influence of Relative Humidity (RH) 

and Temperature (T) can be tested by analyzing from the 

sensor response based on the relationship between PM2.5 

sensor error and air temperature which are observed by RH. 

 

A. Air Quality Index (AQI) and Particle Matter (PM2.5) 

 

AQ index of PM2.5 termed as suspended particles of liquid and 

solid which means the particles such ash, dust and soot are less 

than 2.5 microns in diameter [10]. In combustion process, these 

particles can be emitted from domestic heating, power 

generation or from the emission of vehicles. The main sources 

of PM 2.5 pollution are industry and vehicles whereas 

secondary sources can be molded by particulate matter like 

collaboration of several gases in the atmosphere. For instance, 

in industry emission of sulphur in the atmosphere may react 

with water and oxygen droplets to form sulphuric acid. This is 

the particulate matter of secondary source [11]. Additionally, 

this will cause high risk factors of health issues such as 

cardiovascular diseases in people more sensitive to its harmful 

effects for people above the age of 65 and children’s [12]. This 

leads to heart attack caused by plate or toughening of arteries. 

The special preventive measures are required for people who 

had been affected by lung and heart disease in polluted 

environments [13]. Over the last 25 years the effect of PM2.5 

has been investigated [14]. There are approximately calculated 

about 4.2 million people to PM 2.5 in the atmosphere have died 

due to long term hazards and whereas the exposure of ozone 2, 

40,000 death rates have occurred. The function of AQI is a 

pollutant concentration which can varies across nations based 

on the derivation of the value. It is a different value with 

dimensionless numbers that shows the various quantities of 

AP. The AQI value is lower which are reflected by lower 

PM2.5 concentrations whereas higher value of AQI leads 

higher PM2.5 concentrations. There are six groups of AQI, 

according to the United States Environmental Protection 

Agency (EPA) from good to dangerous. Some of the following 

methods are used for estimating the AQI value from the 

pollutant concentration [15]. The concept of Internet of Things 

(IoT) has attained an essential adhesion in the technology 

based on decreased costs, increase of connectivity and size. 

The recent system models are being proposed continually 

based on IoT based sensors [16]. Measuring AQ from the 

sensors using gathered data can play an energetic role in aiding 

the cities to manage. In many cities’ decision can be taken even 

quicker and simpler than ever, with the aid of sensors that 

collect data. It can, though, be understood that data mining 

brings its own challenges. 

 

B. Air Quality Evaluation 

 

One of the essential ways for controlling and monitoring AP 

has AQ evaluation. The air supply characteristics use 

particularly by affect its suitability. Some of the air pollutants 

are common throughout the world which are known as criteria 

air pollutants. These will cause damage to the property and 

create harm for health and environmental surroundings. There 

are certain pollutants namely, lead, particulate matter, Ozone, 

Nitrogen dioxide, carbon monoxide and Sulphur dioxide. EPA 

can be used for collecting the data of ambient air pollution 

based on Air Quality System (AQS). These data are gathered 

from over thousands of monitors such as state, local and tribal 

air pollution controlling agencies. There is various information 
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regarding air pollution over the urban and rural areas which 

contains AQS such as monitoring station based on location 

with geographic and its operator, meteorological data, quality 

control and data quality assurance information. AQS data can 

perform various review analysis to allow the functions of other 

AQ management. It is used to measure air quality and support 

the achievement and non-achievement designation for 

evaluating non-attainment areas based on state implementation 

plans. The report can be produced in AQS information which 

are authorized by Clean Air Act. 

C. Air Quality Standards 

EPA programs were managed by Office of Air Quality 

Planning and Standards (OAQPS) to protect deterioration in 

areas everywhere the air contamination is relatively free. Also 

the existing quality is unacceptable to improve the air quality. 

The National Ambient Air Quality Standard (NAAQS) are 

established by OAQPS to complete this task for each of the 

standard’s pollutants. The AQ standards are described in two 

types namely primary and secondary. First one is primary 

standards can prevent against the effects of adverse health. 

Second one is secondary standards such as damage to 

buildings, farm crops and vegetation which can prevent against 

welfare effects. Based on the NAAQS standards are certainly 

different pollutants which have the different effects. There are 

standard pollutants available for long- and short-term 

averaging times [17]. E. Kalapanidas [18] according to this 

research based mainly on dispersion models till now as the 

modeling phenomena of atmospheric pollution. This involves 

processes of physicochemical which provides complex 

approximation. These models have increased over the years 

based on complexity and sophistication which are not 

appropriate in terms of performance by the use of techniques in 

the frame of atmospheric real time pollution monitoring with 

the time constraints of the problem based on input requirement 

and compliance.  
  

III. AIR QUALITY PREDICTION USING MACHINE LEARNING 

ALGORITHM 

Over past few year ML techniques are proposed for solving the 

problems and challenges in air pollution prediction. According 

to the consideration of geographical areas are mapped by 

Asgari et al. [19] analyzed the urban pollution. From the era of 

2009 to 2014 in Tehran the data analyzed by using Apache 

spark. Also, Logistic Regression (LR) and Naïve Bayes (NB) 

algorithm have been used for accuracy prediction. NB 

classifiers predict more accurate prediction data by many of the 

researcher found which can be classifying air quality based on 

unknown classes than other ML technique. This paper 

describes Apache Spark processing time which may produce 

good result, but it is not suitable for time series prediction in 

real time. The researcher [20] addresses some of the air 

pollutant prediction based on sulphur dioxide, ozone and 

PM2.5. This paper evaluates to predict the level of air pollutant 

by the use of regularization and optimization technique for the 

next day. Datasets from two stations can be used for predicting 

the values. The values of O3 and SO2 predicts one stations 

whereas PM2.5 and O3 predicts other stations. These 

modelling data can be used by linear regression for grouping 

based on the similarity. Also, they employed evaluation criteria 

of Root- Mean-Squared Error (RMSE). The model of linear 

regression cannot forecast to handle unpredicted events is the 

major disadvantage in this work. In this study there are two 

stations of data only used, this will be preventive for its 

generality. 

 

The effect on health and AQI classification is describes in this 

paper [21] implemented using NB J48 and Decision tree 

algorithm for classification. The outcome of decision tree 

algorithm obtained with an accuracy of 91.9978% respectively. 

However, this research have many disadvantages including the 

dataset used in this research was limited which is the major 

issue. Additionally, the decision tree algorithm has a problem 

for over fitting, but it does not perform badly over the 

continuous variables. The AQI classification was proposes [22] 

by implementing K-means clustering algorithm whereas 

limited dataset can be used. These methods have disadvantages 

for predicting the forecasting data is the further issues for 

arising. 

 

This paper describes for measuring a pollution monitoring 

system with lower cost using Real-time Affordable Multi-

Pollutant (RAMP) [23]. The researcher uses Random Forest 

(RF) algorithm which may minimize the sensor cost for 

calculating the future values. The collection of data only for 2 

weeks but the performance of this algorithm makes it difficult 

to assess reliable. Additionally, RF algorithm can used with 

smaller dataset especially which can encounter issues with over 

fitting. Bougoudis et.al [24] proposes the method to find 

primary cause of pollutants which can be used to detect levels 

of air pollutants in an attempt with weather patterns using 

Hybrid Computational Intelligence System for Combined 

Machine Learning (HISYCOL). This method can be used for 

examining the problem based on collection of data from the 

wider Attica area which may apply the ensemble techniques 

using RF and ANN. These approach claims increasing the 

accuracy but predicting the continuous values accurately fails 

in the feed-forward network. This research data used for 

training is very limited but the Neural Network resulting with 

highest accuracy for analyzing of air pollutants based on the 

two phases which may be employed to train with the help of 

meteorological parameters [25]. Unfortunately, the researchers 

used with few hours data only by measured single station. The 

NN using small dataset for liable to faces over fitting but few 

of the drawbacks are discussed for AQ based on computational 

models [26]. This paper discusses for forecasting the O3 using 

ML technique in different countries. Also, this paper describes 

pre-processing stage for sparse sampling and randomized 

matrix which can minimize the dimensionality of the data. 

After for next 10 days to forecast using RF regression 

technique. Though, the researcher uses data subsample size 
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which is very low can be considered only for one pollutant and 

O3. The prediction of AP using another model is Dynamic 

Neural Network (DNN). This paper presents an approach 

conducted on two weeks data which can be generated from 

their lower cost sensors [27]. The PM2.5 of ground-based data 

in conjunction is the recently published research in journal of 

thoracic disease with the group of meteorological and remote 

sensing data products [28]. This can be combined with 

meteorological parameter for analyzing air pollution in recent 

research [29]. This meteorological data using various ML 

technique to find coherence by classifying PM2.5 values and 

also achieved using regression analysis. The techniques of ML 

used to assure data confidentiality by analyzing personal health 

information [30]. The researcher to uploading cloud-based 

system which may be recorded study uniqueness numbers prior 

based on personal details for analytics. The essential 

information on the obtained behavioral and environmental data 

was obtained using data mining technique for urban planning. 

The study to examine PM2.5 pollution which conducted its 

relationship based on the meteorological factors namely, 

humidity and temperature [31]. The purpose of the study has 

data gathered from china which was to enhance and provide 

insights for local AQ. This will help to take action for future 

policies to the authorities in order to controlling the emission in 

chain. During this period of 1 Jan 2013 to 31 Dec 2013 the data 

obtained PM2.5 concentration and meteorological data [32]. 

The western part can be showed by the study area of spatial 

distribution which is the most extremely affected by PM2.5 

pollutions. The representation of temperature is negatively 

correlated with PM2.5 concentrations based on the correlation 

between meteorological and PM2.5 concentration data whereas 

precipitation is correlated absolutely with PM2.5. There are 74 

cities in China were studied for everyday air pollution 

prediction using ML are described in this study [33]. In order 

to forecasting the result outcome, there are five various 

classification models were used along with various feature 

groups are used from WRF-Chem models. The estimated ANN 

results have the main drawback of low convergence rate when 

they operated on feature selection technique.  This paper 

described [34], the data gathered from Hong Kong showed 

better predictive ability using the proposed algorithm with the 

decreased RMSE and increased R2. The performance of 

Extreme Learning Machine (ELM) has well in terms of 

generalization, robustness and precision. Each model between 

the prediction’s accuracies have no essential difference were 

shown. The better performance of ELM had obtained by 95 

RMSE with training time is nearly 0.07 sec based on the 

prediction [34]. Kaur Kang [35] examines for air quality 

forecasting using several ML and bigdata based techniques. 

Many evaluation methods are used such as deep learning, 

artificial intelligence, decision trees etc. to predict AQ. 

Additionally, few of the issues and challenges are discussed 

based on the research requirements. Hable-Khandekar [36] 

presents air quality and monitoring technique with recent 

advancement. Most of the approaches are based on ML as it 

has become a common analytical method due to its different 

distinguishing features. This paper would be helpful in 

understanding the current status, past work performed and 

potential issues of study that need to be answered. The ozone 

concentration in Tunisia has been examined in [37]. For the 

calculation of ozone concentration, the researchers used three 

monitoring stations and future prediction using RF and SVM. 

They also discovered that RF is a more reliable ozone 

prediction estimator. Data from three stations is reduced and 

only one variable is taken into account for future prediction. 

Atmakuri and Prasad [52] Present paper is engaged to analyze 

the data sample based on the different algorithms to predict 

accuracy of AQI level based on the previous NO2, SO2 and 

SPM readings. This system attempts to predict accuracy of 

AQI level and analyze air quality supports on a data set 

considering of daily distinctive environment in the country and 

give an idea of which algorithm is best suited for predicting the 

future air quality. 

Moses et.al [53] deliberates the implementation of cloud based 

IoT system for air quality monitoring in which the sensors are 

used to calculate CO, PM2.5 and PM10, O3, SO2 and NOx 

pollution level with environmental condition like temperature 

and humidity. The obtained information can be updated in 

cloud platform using Lora nodes and Lora Gateway. Brave 

[54] Air quality index forecasting is performed using parallel 

dense neural network and LSTM cell. In this technique the hair 

solution updates can be done using a sensor network and by 

using the present values in air quality index and historical 

values of air quality index the pollution level is predicted. 

Vijaranakul et.al [55] describes the air quality assessment has 

been done based on the images obtained from satellite using 

supervised machine learning techniques. K nearest neighbor 

and gradient boosting technique is used to predict the air 

quality index based upon the historical images which are fed 

through the system. Pushpam et.al[57] The gateway used in 

this network obtains the information from different nodes with 

the collected time series sample and the prediction analysis was 

done with neural network multilayer perceptron and support 

vector machine regression algorithm. 

IV. SURVEY FOR REAL-TIME AIR QUALITY MONITORING BASED 

ON SENSOR NETWORK 

This section describes the recent studies for monitoring real 

time AQ based on the development of tools and techniques. In 

recent days people needs air quality status requirement has the 

direct impact in their immediate environment on their health. 

The AQ monitoring stations network have well established in 

various countries but everywhere the network system has very 

costly, and it is not possible to establish effective monitoring 

stations hence many of the researchers discovered for 

monitoring the real time AQ based on the cost-effective 

equipped sensor device [38]. The wireless sensor network is 

used for developing the AP monitoring unit which provides 

certain area information about the pollution level for any 

telecom network using a centralized server to the internet. This 

research work measured the level of carbon monoxide and 

other pollutants of gas in form of PPM which can be 
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transmitted via GPRS as well as global positioning system has 

been used for location transmitter. The data can be converted 

into digital format through the sensor which are signified on 

http link and transmitted by any network also produce an APK 

file app demonstration of this data [39]. In order to predict and 

monitor the status of AP, the framework of sequential 

modelling has been proposed due to the cause of rapid 

urbanization. The wireless sensor network is used to estimate 

the values of nitrogen dioxide and PM2.5 for measuring the 

AQ and AP prediction can be done by using meteorological 

data and historical AQ [40]. 

 

In an urban area, AP monitoring and controlling for 

visualization and prediction of intelligent pollution can done by 

using creating architecture. The formation of architecture to 

discover the pollutant and its level based on the step by step 

modelled architecture. This framework has been constructed 

for the observed pollutant using kriging interpolated pollutant 

field. The forecasted polluted data has updated by using 

Recurrent Neural Network (RNN) with Long Short-Term 

Memory (LSTM). Certainly, the prediction about the 

disturbing thresholds can be made for the upcoming and server 

yields the information [41]. In this research work describes to 

monitor the level of AP based on the air and noise pollution 

has been examined using spatiotemporal correlation which can 

update and forecast the real time values and pollution levels. 

Due to various factors of changing in traffic, crowd movement 

and vehicle movements, this research work estimates the 

variation in AP in many industries [42]. 

 

In this literature survey studied about the forecasting and 

monitoring the urban area AP which are communicating the 

information wirelessly and are well-appointed with low-cost 

meteorological sensors and array of gaseous. This information 

can be converted into useful information from the stored pre-

processed data based on the historical information for 

forecasting the pollution. The framework has improved 

prediction accuracy and minimized error rate using the 

framework of multivariate modelling due to the requirement 

between new features and target gases [43]. The sensors are 

used for calculating the pollutants from nitrogen dioxide, 

carbon monoxide and PM2.5 which are positioned in roadside 

using Lora WAN network for its communication [44]. In this 

network, gateways are used with the gathered time series 

sample which attains the information from various nodes and 

the NN multilayer perceptron and SVM regression algorithm 

can be done for prediction analysis [45]. 

 

Kodali et.al[58] Air quality sensors are used to determine the 

pollution levels present in air which is caused by industrial 

plants, smog and emission from car and trucks. The indoor air 

pollution may also be calculated because of the usage of 

pesticides, particulate matter, biomass smoke, fireplaces and 

environmental tobacco smoke. When the pollution level 

exceeds the threshold level and alert can be transmitted to the 

nearby uses by using their existing telecom network or through 

any Wi-Fi network. Veeramani Kandasamy et.al[59] described 

to improve the real-time performance of the system, an IoT and 

a cloud computing technology are being used. This device is 

composed of ESP32 MCU, MQ135 gas sensor, SDS011 optical 

dust particle sensor, and BME280 humidity and temperature 

sensor for monitoring the air quality. This system is essential 

for industrial workplaces to adopt measures and control air 

pollution which increase industrial workers safety. Gupta et.al 

describes an air quality index (AQI) is a number which is used 

by the government authorities to communicate the public about 

the current level of air pollution on a daily basis. It is a 

measure of air quality impacts their health. An increase in the 

AQI value tells that an increase in level of air pollution and the 

greater the severe adverse health effects. The concept of AQI is 

widely used in many countries in different point scales to 

report air quality [60]. Cynthia [61] proposes an IoT system 

that could be deployed at any location and store the measured 

value in a cloud database, perform pollution analysis, and 

display the pollution level at any given location. 

 

This work reflects for AQ monitoring based on the 

implementation of cloud based IoT framework in which 

particulate mattes such as PM10 and PM2.5, SO2, CO, NOx 

and O3 pollution levels are measured using sensors with the 

environmental condition includes humidity and temperature. In 

the cloud environment, this acquired information can be 

simplified using Lora Gateway and Lora nodes. This analysis 

has been done by NN multi-layer perceptron and SVM 

regression algorithm. The automatic rerouting conditions can 

help a person to travel any other places in a pollution free 

environment [46]. Table I describes advantages, limitations and 

techniques based on the air pollution prediction and 

monitoring. 

 

Table .1 AQ prediction and monitoring used in recent research 

along with their advantages and limitations 

 

S.N

o 

Author Tools and 

techniques 

Advantage

s 

Disadvanta

ges 

 1. Kim 

et.al[12] 

Apache 

Hadoop + 

Naïve 

Bayes and 

LR 

LR can 

perform 

well for 

predicting 

classes. 

However, it 

falls to 

explain find 

continuous 

out comes. 

2. Hvidtfeldt 

et.al[13] 

 

Regularizati

on and 

optimizatio

n 

techniques 

are used. 

Minimizes 

the error 

rate using 

closed 

regularizati

on. 

Amount of 

data is small. 

Accuracy is 

discussed 

but 

processing 

time is not 

mentioned. 

3. Cohen 

et.al[14] 

 

Decision 

tree and 

Naïve 

91% 

Accuracy 

for decision 

tree. 

Short data 

amount. 

Decision 

tree are not 
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Bayes 

algorithm 

are used. 

good 

classifier for 

time series. 

4. EEA[15]  

K-means 

clustering 

algorithm is 

used. 

Increase the 

accuracy as 

compared 

to PFCM. 

Data size is 

limited. K-

means poor 

classifier for 

time series. 

5. Yi 

et.al[47] 

 

ML analysis 

such as 

Random 

Forest. 

Cost can be 

reduced. 

Data 

handling is 

not 

discussed. 

Processing 

time not 

discussed. 

6. Xing 

et.al[28] 

HISYCOL 

is used for 

combined 

ML based 

clustering 

technique 

using 

ensemble 

ANN. 

It increases 

the 

computatio

nal 

accuracy. 

Computation

al cost and 

processing 

time is not 

discussed. 

Data is in 

small 

amount. 

7. Simone 

Brienza et 

al. [48] 

Gas sensors 

are used to 

connect the 

wireless 

sensor 

network. 

It is 

effective 

and 

consistent 

for 

monitoring 

concentratio

ns based on 

humidity 

and 

temperature

. 

It covers 

only small 

distances. 

8. Mitar 

Simiü et 

al. [49] 

MQ-135 

sensor can 

be used for 

sensing 

various 

gases.  

It can be 

used more 

effective for 

the remote 

measureme

nt for 

different 

parameters. 

It requires 

more power. 

9. Chandra 

Shekhar 

[50] 

This paper 

used micro 

machining 

technique 

with four 

gas sensors 

array. 

It has less 

power 

consumptio

n and 

attained 

better 

performanc

e. 
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10. Emad 
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This paper 

used micro 

It has low 

cost, simple 

and 
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electro 

mechanical 

system 

based on 

inertial 

impactors. 

detecting 

size of 

particulate 

matters of 

100nm. 

 

 

 

 

V. CHALLENGES IN REAL-TIME AQ PREDICTION AND 

MONITORING 

      Even though various research had been done efficiently for 
prediction and monitoring real time AQ but still faces few 
challenges which has need to address: 

      Initially, prediction of accurate AQ is significant to capture 
a most possible appropriate data such as AQ data, weather 
forecast data, meteorological data, etc.   

      Then, to remove redundant data and pick representative 
subsets for further study, it is appropriate to apply different 
techniques. It is also important to note that prediction of 
AQ is a challenging task for a long temporal resolution, as 
the accuracy decreases with the increase in the prediction 
interval. 

 Development of much more reliable, practical monitoring 
devices for real-time air quality that will offer precise 
concentrations by understanding different parameters of 
meteorology. 

 The instability and nonlinearity in the system must be 
concerned. Incorporating the devices into an online 
infrastructure that is available everywhere, at any time. 

 There is a need to use continuously monitored AQ data to 
enhance short-term and long-term predictions and take into 
account all factors influencing them. Hybridization or 
variations of existing models are needed in order to produce 
the best results. 

VI. CONCLUSION 

This paper presents AQ prediction and monitoring systems 

based on the advancement of IoT framework has the rapid 

development and becoming an emerging research going on. 

Majority of the countries used various computational tools and 

techniques have established with their particular national 

prediction and monitoring models. This paper makes survey 

based on recent development of Machine Learning technique 

applied for real time monitoring and prediction of AQ in the 

pollution environment on the urban area. It includes recent 

research for air quality prediction along with their advantages 

and limitations based on the ML techniques such as KNN, 

Naïve Bayes, SVM, Random Forest, Decision Tree etc. In order 

to predict air pollution, these techniques use past and current 

data. This ML technique decreases uncertainty and increases 

performance with feasibility also can provide urban area 

environmental protection departments with more reliable and 

precise decisions. We have compared the techniques with 
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respect to error rate and processing time. The simulation results 

show that Random Forest was the best technique, performing 

well for pollution prediction for data sets of varying size and 

location and having different characteristics. Its processing time 

was found mush lower than the gradient boosting and multi-

layer perceptron algorithms. Furthermore, its error rate was 

found to be the least among all four techniques. Although the 

processing time of Decision Trees was found to be the lowest, 

its error rate remained higher than most techniques and it was 

not able to properly identify the data peaks in almost all data 

sets. In comparison, Random Forest n took less time than the 

other two techniques, and just higher than Decision Trees; it 

also performed well in identifying the peak values and 

accurately predicted the data with a low error rate. Therefore, 

we can deduce the conclusion that Random Forest was the best 

technique among the four algorithms considered. In the future, 

we aim to investigate the performance of these techniques on 

the multi-core environment of Spark. Furthermore, we also 

intend to investigate the other factors effecting the air pollution. 
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