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Abstract

This work intends to introduce an optimization-based privacy preservation model via

selecting the optimal key matrix. Here, privacy preservation is carried out under two

processes, namely, “data sanitization and restoration.” In fact, data sanitization is the

data preservation method, where the data (message) are preserved using the opti-

mal key. Similarly, data restoration is the inverse procedure of sanitization. Here, the

key matrix is optimally chosen using a novel hybrid algorithm. For optimization pur-

pose, this work deploys a hybrid optimization approach known as random-based grey

dragon algorithm (R-GDA) that involves the concepts of both “dragonfly algorithm (DA)

and grey wolf optimization (GWO) algorithm.” The novelty of the work is introduced

in hybrid optimization approach R-GDA. Eventually, the supremacy of the adopted

method is validated over other existing approaches in terms of various measures such

as privacy, utility, and so on. The privacy preservation in the cloud is achievable in the

field of education, banking sector, military, and the research community.

K E Y W O R D S

cloud computing, key matrix, privacy, R-GDA algorithm, sanitization

1 INTRODUCTION

Privacy preservation in the cloud paradigm is emerging as a most important research problem in present days. Cloud environments handle

the information from vast users through remote platforms in a simultaneous manner.1–3 The cloud server enables users for utilizing the data

services, and users could share the information with clientele. In addition, the cloud platform permits users to store, edit and recover a huge

quantity of data. Owing to extensive appliances offered by cloud paradigm, private firms, and official firms access the cloud platforms for varied

applications.4,5

In fact, the information given by users is sensitive, and therefore, the data should be conserved before being declared to public. The cloud plat-

forms provide a shared data pool to certified users, and the service offered to the users are private/public.6,7 Moreover, it is essential for cloud servers

to recognize authentic user, and consent to data access. High perceptive appliances like research and military community, necessitate more confi-

dentiality, and moreover, a slighter modification in the original information during the data recovery might corrupt the performances severally.8,9 The

challenges issues include handling of incomplete or delayed information, infinite data length, handling of the steady stream of information as well

as privacy preservation of the data in the process of extraction from the stream of data. In the cloud environment the presence of a large number of

users in the data pool, and hence, it is extremely difficult to maintain the privacy of every database.2

Privacy preservation techniques are dependent on data perturbation, data encryption, and so on.10–12 Preserving the confidentiality has

attained more recognition as it effectively hides the confidential data, and it offers the maximal utility throughout the retrieval.13,14 Encryption ori-

ented approaches, namely, ECC and homomorphic encryption, also contributed to the privacy conservation, and they modified the database using

encryption oriented approaches.15–17
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The major contribution of research is described here:

• Introduces a novel privacy preservation model, where hybrid optimization is deployed for producing the optimal key matrix.

• The input database from the user is integrated with the secret key obtained by the proposed R-GDA for generating the retrievable database. One

of the major aims of the proposed scheme is to preserve the input data.

• The R-GDA uses the fitness function for deriving the secret key, such that the privacy and the utility of the data are maintained as high as possible.

The secret key generated by the optimization can be used at data retrieval phase by the client, to get access to the data.

• Proposes a new random-based grey dragon algorithm, which is the hybridized version of existing GWO and DA models.

The rest of this work is arranged as: Section 2 analyzed the review on related topic. Section 3 portrays the constructing retrievable perturbation

database and Section 4 depicts the proposed random-based grey dragon algorithm for optimal key matrix. Reconstructing the original data from

perturbed data is described in Section 5. The results are exhibited in Section 6 and Section 7 portrays the conclusion.

2 LITERATURE REVIEW

2.1 Related Works

In 2019, Chunhui et al.18 discussed the privacy risks and presented a differential privacy approach for publishing government data depending on fog

computing. Accordingly, a data publishing model was developed by means of MaxDiff histogram for realizing the user privacy preserving function

depending on fog environment. Finally, the simulated experimentations have revealed that the presented method offered enhanced performance

in terms of query sensitivity.

In 2019, Revathi et al.19 proposed BS-WOA for recognizing the confidential key. The database from user was updated with optimum confidential

key for preserving the utility and privacy of data. The adopted BS-WOA was modeled via the hybridization of BSO and WOA. Finally, by carrying out

a comprehensive examination, the enhancement of the developed technique was verified regarding privacy.

In 2016, Kan et al.20 have proposed a privacy-preserving AKPS method for cloud environment. Particularly, the attribute-oriented encryption

was employed for encrypting the published data, by which the publishers controlled the data access by themselves. In addition, a novel searchable

encryption model was presented, by which the subscribers’ can selectively receive the interested data. Finally, security analysis has revealed a strong

security assurance with a higher effectiveness of the developed model.

In 2019, Abdul21 has proposed a novel anonymization system of data confidentiality for EHR that differed from conventional schemes by its

capability to avoid adversaries. The developed technique transformed data into predetermined intervals and subsequently, the original values were

replaced with averages. Therefore, the adopted model offered enhanced data utility in preserving data publishing. The simulated outcomes have

shown the efficiency of presented model with respect to enhanced privacy.

In 2020, Shani et al.22 have proposed an effectual “structured data sharing framework” for revocation of users in cloud system. The adopted

technique depends on the five parameters, namely, “data owner, cloud storage, central authority, and cryptographic server, and data users.” The user

then submits user list that included the capability of producing an ACL. At the end, the supremacy of proposed approach was validated over the

extant schemes.

In 2020, Sana et al.23 have proposed a privacy preserving approach termed as Ins-PAbAC, which securely shared the outsourced data con-

tent through public cloud servers. The developed scheme presented numerous benefits. Initially, it provided encrypted access control features and,

moreover, it preserved privacy of users based on authentication mechanism. In addition, attribute-based signature was introduced, which revealed

the identities of anonymously-authenticated users if required. Furthermore, the adopted model was resistant to malicious adversaries in the cloud

servers.

In 2020, Sudhakar et al.24 have proposed a proficient “index oriented quasi-identifier approach” that ensured privacy and achieved higher data

utility over distributed and incremental data sets. The updated FCM approach was exploited for forming the similarity-based clusters. Finally, the

analysis outcomes have illustrated that the presented technique was more effectual for conserving privacy when compared to existing ones.

In 2020, Bibal et al.25 have employed k-anonymization model for upgrading the privacy strategies in cloud storages. Along with this, the GGWO

model was deployed that decided the data to be published depending on the data conserved for confidentiality purposes. In the end, evaluation was

carried out that proved the improvement of the adopted approach over existing models in terms of information loss, utility and privacy.

In 2013, John et al.26 have proposed a privacy preservation model with the Naive Bayesian classification algorithm. The cryptographic technique

implemented is RSA. Finally, the analysis outcomes are proved out interms of accuracy.
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TA B L E 1 Review on traditional privacy preservation techniques in cloud

Authors Adopted model Features Challenges

Chunhui et al.18 MaxDiff histogram • Minimal average error

• Reduced query sensitivity

• Data sharing is not carried out in real time.

Revathi et al.19 BS-WOA • High privacy

• High utility value

• No consideration on real time execution

Kan et al.20 AKPS scheme • Practically efficient

• Minimal time consumption

• Need to support keyword queries

Abdul21 Anonymization scheme • Conserves better utility

• Offers better privacy

• Secure provenance remains as an issue

Shani et al.22 Hash algorithm • Minimal execution time

• Reduced memory usage

• Have to cope up with insider threats

Sana et al.23 Ins-PAbAC architecture • Minimal time consumption

• Minimal communication cost

• Needs exploration on decryption outsourcing models

Sudhakar et al.24 FCM Algorithm • Highly efficient

• Offers reduced processing time

• The cluster similarity was formulated only for arith-

metical data

Bibal et al.25 GGWO algorithm • Minimal information losses

• High utility

• Needs to exploit varied datasets for publishing phase

John et al.26 Naive Bayesian algorithm • The computational complexity is less

• Simple method

• The privacy preservation of data is not as much as safe.

2.2 Review

Table 1 explains the characteristics and challenges in traditional methods regarding the privacy preservation of data in cloud environment. More

research works are exploited regarding this concept and the methodologies related with their works with their pros and cons are explained as fol-

lows: MaxDiff histogram18 has reduced query sensitivity with minimal average error; however, data sharing is not carried out in real time. BS-WOA19

improves the privacy and satisfies all requirements of utility value. However, need to explore more on real time execution. AKPS scheme20 is prac-

tically efficient and poses minimal time consumption. Further it needs to support keyword queries. Anonymization scheme21 has resulted in better

utility and improved privacy, yet secure provenance remains as an issue. Hash algorithm22 ensures reduced memory usage with minimal execution

time; however, it should cope up with insider threats. Ins-PAbAC architecture is used in Reference 23 offers minimal time consumption with mini-

mal communication cost. However, it needs exploration on decryption outsourcing models. FCM algorithm adopted in Reference 24 is very much

efficient and offers reduced processing time. Nevertheless, cluster similarity was formulated only for arithmetical data. GGWO algorithm used in

Reference 25 offers minimal information losses with high utility, but it needs to exploit varied datasets for publishing phase.

2.3 Problem statement

The difficulties involved in the construction of the privacy preserved database through the optimization-based schemes are given. The cloud users

can manage a large number of users at a same time. The most important factor is the amount of trust level among the users.20 For preserving the

data, encryption and decryption are used. During decryption, the original quality of the data is degraded.10,23 Hence, the privacy preservation model

needs to ensure both the privacy and the utility of the data structure. Since modifying the input data should not alter the numerical characteristics.

The privacy rate should depend on the trust level of the user.27

3 IMPLEMENTED PRIVACY PRESERVATION MODEL IN CLOUD ENVIRONMENT

Figure 1 shows the diagrammatic representation of the developed privacy preservation framework using new R-GDA algorithm. Initially, the original

database is combined with the optimal key matrix provided by the R-GDA based on Tracy Singh Product. The matrix thus attained has a bigger size,

and therefore the matrix is minimized to the size identical to input data. Subsequently, a secret key is selected from the reduced matrix, whose

coefficients hold a most important part in constructing the recoverable perturbation database. Furthermore, the service provider could access the

original data by using confidential key.
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F I G U R E 1 Block diagram of developed privacy preservation model

3.1 Constructing retrievable database

Assume the database offered by data owner as A and data matrix size gets varied as P ∗ Q. The demonstration of input data matrix is shown in

Equation (1), in which aij points out the data coefficients and j and i alter from Q to P in that order.

AP×Q =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

a11 a12 … a1j

a21 a22 . … a2j

⋮ ⋮

ai1 ai2 . … aij

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(1)

Subsequently, the matrix given as input is factorized by the TSP28,29 with optimum key matrix produced by the developed R-GDA model.

The depiction of the TSP is signified in Equation (2), wherein BR×S points out the optimal key matrix attained from R-GDA that is depicted in

Equation (3).

CPR×QS = AP×Q ◦ BR×S (2)

BR×S =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

b11 b12 … b1l

b21 b22 . … b2l

⋮ ⋮

bk1 bk2 . … bkl

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(3)

In Equation (3), bkl points out the optimal key matrix coefficients. Equation (4) shows the model for Tracy Singh product among the input data

matrix and optimal key matrix.

MXA×NB =
(

Aij ◦ B
)

ij
=
((

Aij ⊗ Bkl

)
kl

)
ij

(4)
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Furthermore, the key coefficients are multiplied with partial data matrix of i/p data as specified in Equation (5).

MXA×NB =
⎡⎢⎢⎣

A11 ◦ B A12 ◦ B

A21 ◦ B A22 ◦ B

⎤⎥⎥⎦ (5)

In Equation (5), A11, A12, A21, and A22 belong to i/p data matrix. Subsequently, the size of Tracy Singh product is minimized for constructing a

condensed matrix as specified in Equation (6).

ZP×Q =
⎡⎢⎢⎣

Z1 Z2

Z3 Z4

⎤⎥⎥⎦ (6)

In Equation (7), Z1, Z2, Z3, and Z4 point out the data matrix components. Finally, the secret key D1×1 = a11 computed from the optimal key matrix,

that is, initial optimal key matrix element, carries out EX-OR function with condensed matrix to recognize the perturbed database A ∗ as shown in

Equation (7), where ZP×Q points out the condensed matrix.

A∗
P×Q = ZP×Q ⊕ D1×1 (7)

The example for constructing a condensed matrix using the Tracy Singh product is depicted below:

Consider

[
1 2
3 4

]
as original matrix and let

[
0 5
6 7

]
be the key matrix. On multiplying the original matrix with key matrix using Tracy Singh

product, a 4 ×4 matrix is formed as shown in Equation (8).

⎡⎢⎢⎣
1 2

3 4

⎤⎥⎥⎦⊗
⎡⎢⎢⎣

0 5

6 7

⎤⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 5 0 10

6 7 12 14

0 15 0 20

18 21 24 28

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(8)

This 4×4 matrix is then sub-divided into four 2 ×2 matrix as

[
0 5
6 7

] [
0 10

12 14

] [
0 15

18 21

] [
0 20

24 28

]
. As the initial key matrix element is zero,

the second key matrix element is chosen from 4 subdivided 2 ×2 matrices. Thereby, the condensed matrix will be formed as shown in Equation (9).

⎡⎢⎢⎣
5 10

15 20

⎤⎥⎥⎦ (9)

4 PROPOSED RANDOM-BASED GREY DRAGON ALGORITHM FOR OPTIMAL KEY MATRIX
SELECTION

4.1 Solution encoding and objective function

The presented work concerns on optimal selection of key matrix using the R-GDA algorithm. The solutions provided for encoding is shown in

Figure 2, where H points out the key matrix and nu refers to the total number of key matrices. The objective function of the developed work is shown

in Equation (10), in which Pr points out the privacy. The privacy Pr is computed as shown in Equation (11).

Ob = Min
[

1
Pr

]
(10)

F I G U R E 2 Solution encoding
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Pr = 1
P × Q

P∑
i=1

Q∑
j=1

(
Aij − A∗

ij

)
Max

(
Aij,A∗

ij

) (11)

4.2 Proposed R-GDA algorithm

Although GWO27 offers enhanced qualities like flexibility and stability; it endures from slower convergence. Hence, the concept of DA30 is mingled

with it to introduce a new algorithm. Hybrid optimization algorithms have been reported to be promising for certain search problems.17,31–33 The

procedure of the proposed R-GDA model is as follows. As per the developed model, if the random integer, r is greater than 0.5, the update takes place

based on GWO algorithm. The wolves 𝛼, 𝛽 , and 𝛾 are the most important wolves, which concern on hunting process. Among these, 𝛼 is the leader

that takes decisions on hunting procedure, sleeping place, time for awakening, and so on; while 𝛽 and 𝛾 take the second and third levels that aid 𝛼 in

making decisions. Accordingly, the last level of wolves is 𝜁 that focuses on eating. The encircling feature of wolves is formulated as in Equation (13),

where U signify coefficient vectors, Bp points out position vector of prey, B points out position vector of wolves, it points out present iteration, and

Y refers to the distance. In Equation (12), F denotes the random vector that lies between 0 and 1 and it is computed as per Equation (15). The

constraint b̂ in Equation (14) lies between 2 and 0. Here, ra1 and ra2 point out the random vectors between [0, 1] and itmax points out the maximal

iteration.

Y = ||F.Bp(it) − B(it)|| (12)

B(it + 1) = Bp(it) − U.Y (13)

U = 2b̂.ra1 − b̂ (14)

F = 2ra2 (15)

The numerical formulation for relating the chasing nature of wolf is specified in Equations (16) to (21). Accordingly, the final update takes place

as shown in Equation (22).

Y𝛼 = |F1.B𝛼 − B| (16)

Y𝛽 = ||F1.B𝛽 − B|| (17)

Y𝛾 = ||F1.B𝛾 − B|| (18)

B1 = B𝛼 − U1. (Y𝛼) (19)

B2 = B𝛽 − U2.
(

Y𝛽

)
(20)

B3 = B𝛾 − U3.
(

Y𝛾

)
(21)

B(it + 1) =
B1 + B2 + B3

3
(22)

On the other hand, if the random integer r is less than 0.5, the position gets updated based on the levy update of DA as per Equation (23), in

which z signifies dimension.

B(it + 1) = B(it) + Levy(z) × B(it) (23)

The Levy flight is evaluated by Equation (24), wherein 𝜂 specifies a constant variable and y1 and y2 are the arbitrary integers. 𝛿 is computed as

shown in Equation (25), where Γ(x) = (x − 1) and 𝜂 points out a constant.

Levy(x) = 0.01 × y1 × 𝛿

|y2| 1
𝜂

(24)
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𝛿 =
⎛⎜⎜⎜⎝
Γ(1 + 𝜂) × sin

(
𝜋𝜂

2

)
Γ (1+𝜂)

2
× 𝜂 × 2

(
𝜂−1

2

)
⎞⎟⎟⎟⎠

1
𝜂

(25)

The pseudo code of developed R-GDA scheme is highlighted in Algorithm 1.

Algorithm 1. Developed R-GDA Model

Initialization

Compute all search agent’s fitness

Assign B𝛼 , B𝛿 and B𝛿 as 1st, 2nd and 3rd best agents

While
(

it < itmax

)
For every wolf

If r <0.5

Update position based on GWO as per Equation (22)

Else

Update position based on DA as per Equation (23)

End for

Update b̂, U and F

Compute all search agent’s fitness

Update B𝛼 , B𝛿 and B𝛿

it = it + 1

End while

Return B𝛼

In the metaheuristic approach, the hybridization concept means merging the algorithms in order to provide a new powerful algorithm based

on the features of the merged ones. In the adopted model, GWO is merged with DA. The major drawback of the GWO is that it endures lower

convergence and fall on local optima. To overcome the certain drawback, the GWO is hybridized with DA. The DA will provide better convergence

and it will avoid local minima that may cause premature convergence

5 RECONSTRUCTING THE ORIGINAL DATA FROM PERTURBED DATA

During retrieval, the perturbed data in cloud are carried out using EX-OR function with the confidential key that results in condensed matrix Z∗
P×Q

.

Furthermore, dividing the condensed matrix Z∗
P×Q

with confidential key D helps in finding the appropriate original database at receiving side. In

Equation (27), A∗
P×Q

points out the retrievable perturbation matrix.

Z∗
P×Q = A∗

P×Q ⊕ D1×1 (26)

A∗
P×Q =

Z∗
P×Q

D1×1
(27)

6 RESULTS AND DISCUSSIONS

6.1 Experimental setup

The adopted model for privacy preservation using R-GDA was executed in MATLAB and the outcomes were achieved. Consequently, the superiority

of the presented model was validated by comparing it with other existing schemes like GWO,27 DA,30 BS-WOA,19 and FF.34 In addition, the anal-

ysis was carried out with respect to privacy, utility, sanitization effectiveness and restoration effectiveness. In addition, convergence analysis was

performed along with attack analysis. Accordingly, the analysis was held by varying the learning percentages that ranges from 50, 60, 70, 80, 90,

and 100.
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6.2 Dataset description

Chess, T1014D100K and retail datasets are the three datasets used here. The used dataset is downloaded from Reference 35. Roberto Bayardo

created the chess database used in the analysis while the IBM research department created the T10I4D100 K database. The retail dataset was

given by the author Tom Brijs based on data acquired from the Belgian retail store.

6.3 Convergence analysis

The convergence analysis (cost function) for adopted R-GDA model over conventional schemes like GWO, DA, BS-WOA, and FF for datasets

1, 2, and 3 are given by Figure 3 for varied iterations that ranges from 0, 20, 40, 60, 80, and 100. From the analysis, the presented model

has revealed a minimal cost value for all datasets over other compared models, thus ensuring the enhanced performance of the developed

model. Particularly, from Figure 3A, a minimal cost of $0.476 has been attained by R-GDA scheme for dataset 1, which is 0.21%, 0.21%,

0.21%, and 1.47% superior to traditional GWO, DA, BS-WOA, and FF models at 80th iteration. Likewise, the cost analysis for the proposed

R-GDA model over conventional schemes for dataset 2 and dataset 3 has exhibited minimal cost values for all iterations. Thus, from the eval-

uation, it is obvious that the presented R-GDA model has attained better performance in cost evaluation when compared to the state-of-art

techniques.

(A) (B)

(C)

F I G U R E 3 Convergence analysis attained by developed model over existing models for (A) dataset 1, (B) dataset 2, and (C) dataset 3
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6.4 Performance analysis on privacy

The performance of R-GDA model over existing models such as GWO, DA, BS-WOA, and FF is specified in Figure 4 for varied learning rates that range

from 50, 60, 70, 80, 90, and 100. Accordingly, Figure 4A,B,C demonstrates the privacy outcomes attained using dataset 1, dataset 2, and dataset 3,

respectively. From the analysis, the presented model has attained better values for privacy when compared over the other existing models. From

Figure 4A, the R-GDA is 0.21%, 0.21%, 0.25%, and 1.13% better than the traditional models like GWO, DA, BS-WOA, and FF, respectively, at 100th

learning percentage. Thus, from the evaluation, it is obvious that the privacy of the proposed R-GDA model is enhanced over the traditional ones. On

examining Figure 4B,C, the privacy values goes on decreasing with increase in learning percentages for both presented as well as existing models;

however, the presented approach has accomplished higher privacy than the compared models. Therefore, from the above depiction, the R-GDA is

found to be enhanced than compared ones.

6.5 Sanitization effectiveness

Figure 5 exhibits the valuation of sanitization effectiveness for developed model over existing models with respect to varying learning percentages

that ranges from 50, 70, 90, and 100. In fact, the sanitization effectiveness has to be higher for the enhanced performance of the privacy system.

From Figure 5B, the R-GDA model using dataset 2 has attained the higher sanitization effectiveness of 480 at 50th learning percentage that is higher

than the extant models. Particularly, from Figure 5C, at 50th learning percentage, the adopted approach for dataset 3 is 4.08%, 3.06%, 4.08%, and

(A) (B)

(C)

F I G U R E 4 Analysis on privacy attained by developed model over existing models for (A) dataset 1, (B) dataset 2, and (C) dataset 3
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(A) (B)

(C)

F I G U R E 5 Sanitization effectiveness attained by developed model over existing models for (A) dataset 1, (B) dataset 2, and (C) dataset 3

5.1% better than the traditional models like GWO, DA, BS-WOA, and FF, respectively. Thus, from the evaluation, it is clear that the R-GDA model

exhibits higher sanitization effectiveness compared to the conventional models.

6.6 Analysis on utility

The utility values attained by developed model over the existing ones are portrayed in Figure 6 for dataset 1, dataset 2, and dataset 3. Here, the

utility values of R-GDA are higher when compared to the extant models for all learning percentages. In Figure 6A, the R-GDA for dataset 1 is 30.56%,

2.17%, 74.47%, and 74.47% better than the traditional models like GWO, DA, BS-WOA, and FF, respectively, at 90th learning percentage. Thus, from

the evaluation, it is clear that the presented R-GDA model has obtained improved utility than existing techniques.

6.7 Restoration effectiveness

Table 2 describes the analysis on restoration effectiveness attained by adopted R-GDA scheme over traditional schemes for varying learning per-

centages that ranges from 50, 70, 90, and 100. On observing the analysis outcomes, the proposed R-GDA model has attained better performance

for all learning percentages when compared over the existing schemes. More particularly, on observing dataset 1 from Table 2, the adopted scheme

has attained higher restoration effectiveness (0.92), and it is 67.39%, 36.96%, 67.39%, and 64.13% superior to traditional GWO, DA, BS-WOA, and
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(A) (B)

(C)

F I G U R E 6 Analysis on utility attained by developed model over existing models for (A) dataset 1, (B) dataset 2, and (C) dataset 3

TA B L E 2 Analysis on restoration effectiveness attained by implemented model over existing models

Dataset 1 Dataset 2 Dataset 3

Learning

percentage GWO DA BS-WOA19 FF R-GDA GWO DA BS-WOA19 FF Prop GWO DA BS-WOA19 FF R-GDA

50 0.30 0.58 0.30 0.33 0.92 1 1 1 1 1 1.00 1.00 1.00 1.00 1.00

70 0.55 0.30 0.30 0.30 0.92 1 1 1 0.999999 1 1.00 1.00 1.00 1.00 1.00

90 0.33 0.30 0.30 0.30 0.92 1 1 1 1 1 1.00 1.00 1.00 1.00 1.00

100 0.55 0.63 0.63 0.50 0.89 1 1 1 1 1 1.00 1.00 1.00 1.00 1.00

FF models at 50th learning percentage. In addition, the developed model using dataset 2 has attained the best restoration effectiveness than the

existing models for all learning percentages. Thereby, the overall assessment shows the betterment of developed model.

6.8 Analysis on attacks

The analysis on attacks such as KPA and KCA attained by developed model and conventional models for varied learning percentages is elaborated

by Tables 3 and 4. Table 3 reveals the analysis on KPA attack, whereas Table 4 reveals the analysis on CPA attack.



12 of 15 SOLOMON DOSS AND KAMALAKKANNAN

T
A

B
L

E
3

C
o

m
p

u
ta

ti
o

n
o

n
K

PA
at

ta
ck

at
ta

in
ed

by
im

p
le

m
en

te
d

m
o

d
el

ov
er

ex
is

ti
n

g
m

o
d

el
s

D
at

as
et

1
D

at
as

et
2

D
at

as
et

3

Le
ar

n
in

g
p

er
ce

n
ta

ge
G

W
O

D
A

W
O

A
F

F
R

-G
D

A
G

W
O

D
A

B
S-

W
O

A
1

9
F

F
R

-G
D

A
G

W
O

D
A

B
S-

W
O

A
1

9
F

F
R

-G
D

A

5
0

0
.9

8
0
.9

8
0
.9

8
0
.9

8
0
.9

8
−

0
.2

6
9

0
1

−
0
.2

6
9

0
1

−
0
.2

6
9

0
1

−
0
.2

6
6

8
4

−
0
.2

6
9

0
1

0
.9

4
2

6
0
.9

4
2

6
0
.9

4
2

6
0
.9

4
2

6
0
.9

4
2

6

7
0

0
.9

8
0
.9

8
0
.9

8
0
.9

8
0
.9

8
−

0
.3

3
7

4
3

−
0
.3

3
7

4
3

−
0
.3

3
7

4
3

−
0
.3

3
7

4
3

−
0
.3

3
7

4
3

−
0
.7

8
5

7
2

−
0
.7

8
5

7
2

−
0
.7

8
5

7
2

−
0
.7

8
5

7
2

−
0
.7

8
5

7
2

9
0

0
.9

8
0
.9

8
0
.9

8
0
.9

8
0
.9

8
−

0
.7

4
3

9
8

−
0
.7

4
3

9
8

−
0
.7

4
3

9
8

−
0
.7

4
3

8
5

−
0
.7

4
3

9
8

0
.8

9
4

1
8

0
.8

9
4

1
8

0
.8

9
4

1
8

0
.8

9
4

1
8

0
.8

9
4

1
8

1
0

0
0
.9

8
0
.9

8
0
.9

8
0
.9

8
0
.9

8
0
.8

4
7

1
0

2
0
.8

4
7

1
0

2
0
.8

4
7

1
0

2
0
.8

4
7

1
0

2
0
.8

4
7

1
0

2
0
.8

4
4

4
4

1
0
.8

4
4

4
4

1
0
.8

4
4

4
4

1
0
.8

4
4

4
4

1
0
.8

4
4

4
4

1



SOLOMON DOSS AND KAMALAKKANNAN 13 of 15

T
A

B
L

E
4

C
o

m
p

u
ta

ti
o

n
o

n
C

PA
at

ta
ck

at
ta

in
ed

by
im

p
le

m
en

te
d

m
o

d
el

ov
er

ex
is

ti
n

g
m

o
d

el
s

D
at

as
et

1
D

at
as

et
2

D
at

as
et

3

Le
ar

n
in

g
G

W
O

D
A

W
O

A
F

F
R

-G
D

A
G

W
O

D
A

B
S-

W
O

A
1

9
F

F
R

-G
D

A
G

W
O

D
A

B
S-

W
O

A
1

9
F

F
R

-G
D

A

5
0

0
.9

7
6

1
7

4
0
.9

7
6

1
7

4
0
.9

7
6

1
7

4
0
.9

7
6

1
7

4
0
.9

7
6

1
7

4
−

0
.2

4
9

9
3

−
0
.2

4
9

9
3

−
0
.2

4
9

9
3

−
0
.2

7
3

2
3

−
0
.2

4
9

9
3

0
.9

4
3

8
0

9
0
.9

4
3

8
0

9
0
.9

4
3

8
0

9
0
.9

4
3

8
0

9
0
.9

4
3

8
0

9

7
0

0
.9

7
6

1
7

4
0
.9

7
6

1
7

4
0
.9

7
6

1
7

4
0
.9

7
6

1
7

4
0
.9

7
6

1
7

4
−

0
.3

3
4

5
1

−
0
.3

3
4

5
1

−
0
.3

3
4

5
1

−
0
.3

3
4

5
1

−
0
.3

3
4

5
1

−
0
.7

8
5

7
8

−
0
.7

8
5

7
8

−
0
.6

6
6

9
1

−
0
.7

8
5

7
8

−
0
.7

8
5

7
8

9
0

0
.9

7
6

1
7

4
0
.9

7
6

1
7

4
0
.9

7
6

1
7

4
0
.9

7
6

1
7

4
0
.9

7
6

1
7

4
−

0
.7

6
8

7
3

−
0
.7

6
8

7
3

−
0
.7

6
8

7
3

−
0
.7

3
3

5
8

−
0
.7

6
8

7
3

−
0
.0

4
2

4
3

0
.8

9
4

9
8

2
0
.8

9
4

9
8

2
0
.8

9
4

9
8

2
0
.8

9
4

9
8

2

1
0

0
0
.9

7
6

9
5

6
0
.8

7
6

5
9

6
0
.9

7
6

9
5

6
0
.9

7
6

9
5

6
0
.9

7
6

9
5

6
0
.8

2
5

4
5

9
0
.8

2
5

4
5

9
0
.8

2
5

4
5

9
0
.8

2
5

4
5

9
0
.8

2
5

4
5

9
0
.8

4
9

2
8

2
0
.8

4
9

2
8

2
0
.8

4
9

2
8

2
0
.8

4
9

2
8

2
0
.8

4
9

2
8

2



14 of 15 SOLOMON DOSS AND KAMALAKKANNAN

7 DISCUSSION

To evaluate the parameters on the R-GDA, experiments have been carried out with three databases. The entire three databases are evaluated for

the Privacy, Utility, Sanitization effectiveness, and Restoration effectiveness. The privacy outcome attains through dataset 1, dataset 2, and dataset

3, whereas the developed model is compared with the other existing models like GWO, DA, BS-WOA, and FF. The privacy of the proposed R-GDA

model is enhanced over the traditional ones. The sanitization effectiveness must be higher for the enhanced performance of the privacy system. The

R-GDA model using dataset 2 has attained the higher sanitization effectiveness than the existing models. For all the three datasets, the presented

R-GDA model has obtained improved utility than other traditional schemes. For the developed method, the restoration effectiveness must be high

and the restoration effectiveness is better for the dataset 2. Thus, the overall performance provides the superior performance of developed model.

8 CONCLUSION

This article has established an optimization-based privacy preservation model via selecting the optimal key matrix. Accordingly, privacy preservation

was done under data sanitization and restoration phases. During data sanitization, the data (message) were preserved by means of the optimal

key. Here, the key matrix is optimally chosen using a novel hybrid algorithm. Finally, data restoration takes place that was the inverse process of

sanitization. For optimization purpose, this work deployed a hybrid optimization approach known as R-GDA. In the end, the superiority of developed

approach was validated over existing approaches in terms of different measures. On observing the analysis outcomes, the presented R-GDA model

in terms of privacy was 0.21%, 0.21%, 0.25%, and 1.13% better than the traditional models like GWO, DA, BS-WOA, and FF, respectively, at 100th

learning percentage. In addition, the R-GDA for dataset 1 was 30.56%, 2.17%, 74.47%, and 74.47% better than the traditional models like GWO, DA,

BS-WOA, and FF, respectively, at 90th learning percentage. Thus, the effectiveness of the presented model was proved from the simulated outcomes.

For future work, the study will focus on preserving other forms of sensitive knowledge, such as frequent itemset.

NOMENCLATURE

ANN artificial neural network

ACL access control list

AKPS attribute-keyword-based data publish-subscribe

BSO brain storm optimization

BS-WOA brain storm-based whale optimization algorithm

DA dragonfly algorithm

ECC elliptic curve cryptography

EHR e-health records

FCM fuzzy C means

FF FireFly

GGWO genetic grey wolf optimization

GWO grey wolf optimization

R-GDA random-based grey dragon algorithm

TSP Tracy-Singh product

WOA whale optimization algorithm
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