The synthesis of novel semicarbazide compounds and investigation of their
chemical and biological behaviour have gained more importance in recent
decades for biological, medicinal, and agricultural reason. This work is
mainly focused to the detailed structural behaviour of the molecule analysis
by FT-IR, FT-Raman, UV-is and NMR spectra of semicarbazide molecules
were recorded and subjected to the new trends of theoretical methods
have proved to be very efficient and cost effective tool for structural
elucidation of bioactive molecules. This work has been determined the
vibrational frequencies and various properties of certain prominent
particles using the Gaussian program, which is developed for performing
DFT estimations.
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CHAPTER -1

Spectroscopic Techniques and Quantum Chemical Calculation on
Semicarbazide Derivatives

1.1. Introduction

Spectroscopy is the interaction of electromagnetic radiation with
matter. Absorption spectroscopy is most widespread and energy quanta
from electromagnetic radiation are absorbed by the sample illuminated by
the radiation. Depending upon the wavelength (frequency) of the
electromagnetic radiation, transitions between different kinds of energy
states are induced in the molecules of the sample. Spectroscopy consists in
the recording of absorption changes as the frequency of the radiation is
varied over a given range. A plot of absorption of energy versus frequency
known as the spectrum usually shows a‘number of absorption bands whose
characteristic position, intensity, <width and shape yield important
information. Spectroscopy is one of the important experimental techniques
for determining the electronic structure of atoms and molecules [1, 2]. It is
mainly useful for determining structure and dynamics of biological
molecules. Time-resolved spectroscopy enables visualization and tracking
of fundamental events such as molecular reaction mechanisms or protein
folding. Advanced systems utilizing high-power pulse lasers enable the
study of dynamics of fast processes occurring in the region of picoseconds.
Spectroscopy has found its way from academic laboratories into practical
applications across a range of diverse fields including biomedical,
pharmaceutical, agricultural, forensic and much more. Most commonly
used characterization techniques are Fourier Transform Infrared (FT-IR),
Fourier Transform Raman (FT-Raman), Ultraviolet-Visible (UV-Vis) and

Nuclear magnetic resonance (NMR) spectroscopy. They require very small



quantities and can be used in the examination of samples in all phases of
matter [3-10]. While FT-IR spectroscopy measures decrease in intensity of
incident light due to excitation of vibrational energy levels in a molecule,
FT-Raman spectroscopy measures light elastically scattered from a sample

with a frequency different from that of incident light.

Frontiers of spectroscopy are very wide, as technique is applicable
to solids, crystals, powder, liquids, solutions, melt, gases, films and
absorbed species. It's important application are Molecular structural
determinations, calculation of intra-molecular & inter-molecular forces,
computation of the degree of association in condensed phases, elucidation
of molecular symmetries, identification and characterization of new
molecules, deducing thermo dynamical properties of molecular systems,
etc [11]. NMR is the technique used for determining the structure of
organic molecules and biomolecules in solution. Covalent structure,
stereochemistry, and conformation are available techniques that measure
direct distances and bond’ dihedral angles. Specific NMR signals can be

identified and assigned to each hydrogen and carbon in the molecule.

This introductory chapter is deals with the instrumentation technique
of infrared, Raman, UV-Visible (UV-Vis) and Nuclear Magnetic
Resonance spectroscopy (NMR). Important facts relevant to the carried out
research work, mainly theoretical background, instrumentation and sample
handling. Different quantum computational methods, Vibrational energy
distribution analysis and Importance of semicarbazide derivative materials

are explained briefly.



1.2. Instrumentation techniues
1.2.1. Infrared Spectroscopy

Infrared spectroscopy is one of the most powerful analytical
techniques, which offers the possibility of molecular confirmation. The
most advantage of infrared spectroscopy over the other usual methods of
structural analysis is that it provides useful information about the structure
of the molecules quickly without tiresome evaluation methods. The
infrared region of the electromagnetic spectrum lies between the red end of
the visible spectrum and the beginning of the microwave region.
Conventional infrared spectroscopy is concerned with mid infrared range
extending from approximately 4000-400 cm™. Each functional group
absorbs characteristic frequencies of infrared radiation uniquely and hence
the infrared spectrum is a finger print of the chemical groups [12-15]. An
infrared spectrum originated from molecular vibrations causes a change in
the dipole moment of the molecule. Such a spectrum, therefore, reflects the
structure of the molecule, especially the masses of the constituent atoms
and the intermolecular' forces acting between them, as well as the

intermolecular forces operating in crystalline state.

With most forms of spectroscopy the spectrum is a plot of the
absorbance of the sample against wavelength but in infrared the
transmittance is plotted against wavenumber. An infrared spectrum has
characteristically four main features namely (i) the number of bands
present (ii) the wavenumber position (iii) shape of the bands and (iv) the
intensities of the bands. The infrared region of the spectrum encompasses
radiation with wave numbers ranging from about 12,800 tol0 cm™ or
wavelengths from 0.78 to 1000 um. From instrumentation and application

point of view, the infrared region has been subdivided into near IR region



(overtone region), mid IR region (vibration rotation region) and far IR
region (rotation region). When a molecule absorbs infrared radiation the
usual vibrational transitions is from ground state to the first excited state,
producing bands of fundamental frequencies. In addition to this other
transition can also occur, although not common, giving rise to weaker
bands than the fundamentals and are called as overtones. If two
fundamental vibrations are simultaneously excited, then these are called
combination bands. The actual position of a band in infrared spectrum
depends on the force constant that binds the atoms. The various bands can
be interpreted according to the characteristic functional groups present in

the compound [16].

1.2.2. Fourier Transform Infra-red (FT-IR)

Fourier transform spectroscopy simultaneously exposes a sample to
the entire range of IR frequencies. Frequencies not absorbed by the sample
constitute the “sample beam”; which reaches the detector at 100%
transmittance. As this takesplace, another beam of IR radiation reaches the
detector. This “reference beam” has not passed through the sample. The
sample beam and the reference beam are allowed to interfere with each
other as they reach the detector and the resulting data is used to construct
an interferogram. This interferogram is converted to a normal spectrum by
performing a Fourier transformation. Once data has been collected by the
spectrometer, it is sent to the computer as an interferogram. The computer
determines the frequency and intensity of each component wave of the
interferogram, by performing a Fourier transform of the data. These

frequencies and intensities make up the peaks of an IR spectrum.



1.2.2.1. Michelson interferometer

Interferometer is an important part of FT-IR spectrometer. It consists
of two perpendicular mirrors as shown in Fig.1.1. One of them is a
stationary mirror while the other one is a movable mirror that can be
displaced perpendicularly towards the fixed mirror at a constant velocity.
Between the two mirrors, there is a beam splitter placed at 45° from the
identical position of the movable mirror. When a parallel beam of radiation
from the source is passed on to the mirrors through the beam splitter, the
beam splitter divides the beam and transmits half of the incoming radiation

to the fixed mirror and the other half to the movable mirror.

1 fixed mirror
-
[
-
moving beamsplitter
mirror light source

Fig. 1.1. Michelson interferometer

1.2.2.2. FT-IR Instrumentation

The IFS 66v/S is a flexible vacuum FT-IR spectrometer whose
spectral range may be expanded from far-IR to the near UV. The working
and schematic diagram of FT-IR spectrometer has been given below in

Fig. 1.2. The FT-IR spectra of the sample were recorded in the wavelength
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region of 4000-400 cm™. This spectrometer consists of an Interferometer
between source (Globar) and sample compartment. The working of
Interferometer has been explained above. The sample compartment is
located between the interferometer and the detector. The radiation from the
interferometer incident on the sample, then it goes to the detector. The
compound in the present work is solid. So, the KBR pellet method was
used for recording spectrum. The sample was then pelletized with KBr and

the signals were recorded.

Fixed Mirror

IR Half ¢ y
Sensor Silvered
Mirror

IR Source

Fig.1.2. Simplified diagram of Fourier transform infrared

spectrometer

1.2.2.3. Sample handling techniques

Sample handling is considered as an important technique in infrared
spectroscopy. There are various methods of sample preparation to enable
almost any type of sample to be examined. Some significant problems

arise when trying to construct sample containers for vibrational
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spectrometry, because every material has some vibrational absorption. The
material of choice for IR spectroscopy is a solid potassium bromide plate.
Such plates are used in a number of ways. Polyethylene pellets are used for

recording the far IR spectra.

a. Solids

Solids are sampled in a wide variety of ways. If the sample is
soluble, it may be dissolved and handled as for a liquid. Solid samples for
which no solvent is suitable can be prepared for analysis by incorporating
them into a pressed pellet of alkali halide, usually potassium bromide.
Sample is mixed with a weighed amount of powdered potassium bromide
and the mixture is admitted to a pressure of several tones in a dye, to
produce a highly transparent plate or disc-which can be inserted into the
spectrophotometer. The use of KBr eliminated the problems of additional
bands due to mulling agent. KBr does not absorb infrared light in the
region 2.5 — 15 pum and a complete spectrum of the sample is obtained.
Solid samples have also”been examined in the form of a thin layer
deposited by sublimation or solvent evaporation on the surface of a salt
plate. Another method, called mulling has also been developed, in which
the powdered sample is mixed to form a paste with little heavy paraffin oil.
The mull is sandwiched between salt plates for measurement. Mulls are
formed by grinding 2 to 5 mg of finely powdered sample in the presence of

one or two drops of heavy hydrocarbon oil called Nujol [17-22].

b. Liquids

In most instances the spectra of liquids are measured in either a
demountable type cell or in fixed thickness or sealed cells. The spectra of
pure samples can be measured as very thin films squeezed between two

alkali halide windows of a demountable cell. This technique can produce a
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film of thickness 0.01 mm or less. This method is most useful for
qualitative work only because the sample thickness cannot be controlled.
Liquid cells consist of two alkali halide windows usually NaCl or KBr,
separated by a spacer of suitable thickness made of Teflon or lead which

limits the volume of the cell [17-22].

c. Gases

Absorption spectra of gases can be measured in a wide variety of gas
cells ranging from a few centimeters to several meters that can be directly
placed in the path of the infrared beam. The end walls of the cell are
usually made of sodium chloride which is transparent to infrared. The low
frequency vibrational changes in the gaseous phase often split the high

frequency vibrational bands [23].

d. Solvents

Solvents of good infrared transparency over a convenient frequency
range are available and the-spectra of the sample dissolved in carbon
tetrachloride and carbon disulphide provide the complete range.
Chloroform is considered to be an important solvent and is frequently used
because it shows absorptions though it is less symmetric molecule than

carbon tetrachloride and carbon disulphide.

1.2.2.4. Advantages of Fourier Transform Infrared Technique

The main advantages of FT spectroscopy are the greater ease and
speed of measurement. The entire spectrum can be recorded within few
seconds using sophisticated computers. Recent developments in FT
Infrared spectrometers have thus led to higher resolution, total wavelength
coverage, higher accuracy in frequency and intensity measurements. It can

also be used in the characterization of all kinds of samples. In FT method,
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all the source energy passes through the instrument and the resolving
power is constant over the entire spectrum. The signal to noise ratio is also
improved [24]. The smoothening of peaks and the vertical and horizontal

expansion of selective region is also possible.

1.2.3. Theory of Raman Effect

Raman spectroscopy is an optical analysis technique based on an
effect discovered by Chandrasekhara Venkata Raman. Raman was a self-
made scientist who was known for his outrageous ideas, simple
experimental design and in-depth observations. An interest in optical
phenomena led him to demonstrate in 1921 that the scattering of light is
responsible for the colour of the ocean rather than sky reflection or
absorption as previously thought [25]. Then in 1928 he discovered the
inelastic scattering of light, or Raman“Effect, which won him the Nobel
Prize two years later [26]. These experiments used a narrow band
photographic filter to produce a monochromatic light source from sunlight,
a “crossed” filter to block scattered light and the human eye as a detector.
Raman and his co-worker Krishnan found that when a benzene sample was
irradiated by this intense monochromatic light source, light of a different
frequency passed through the “crossed” filter. Since these early days of
crude instrumentation, Raman spectroscopy has gradually developed to
become a well-established scientific tool. The effect was subject to
intensive research in the first decade after its discovery. However, during
the Second World War it became overshadowed by the infrared
spectroscopy, a technique that was enhanced by the development of
sensitive detectors and advances in electronics. The popularity of Raman
spectroscopy was not restored until the invention of the laser in the early

1960s and has grown steadily since. In recent years, instrumentation has
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progressed with the availability of durable and affordable lasers and
increasing accessibility of high-powered computer technology. Nowadays
Raman spectroscopy is widely used to analyze materials well beyond the
capabilities of other methods, with the ability to obtain a detailed account
of the physical and chemical makeup of a material at the molecular level.
The fundamental process of the Raman Effect is the transfer of energy

between light and matter.

Raman spectroscopy employs this effect by measuring the scattering
of light from molecules in different vibrational states of a material and the
consequent energy exchange between the incoming light and the molecules
[27]. When a beam of monochromatic electromagnetic radiation impinges

on a material, it can be either scattered or absorbed (Fig. 1.3.).
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Fig. 1.3. Energy Level Diagram
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If light is scattered from an atom or molecule within the material,
most photons are elastically scattered. This is known as Rayleigh
scattering, in which the scattered photons have the same energy E as the
incident photons given by

E = hv, (1.1)

where h is Plank’s constant and vy is the frequency of the incident light.
However, a small fraction of scattered light (approximately 1 in every
billion photons) undergoes what is known as inelastic or Raman scattering.
In this case light is scattered from molecules with frequencies of oscillation
that vary from the frequency of the incident photons. It is this difference in
frequency, or energy between the incoming and outgoing light that is the

measurable quantity used as the basis of Raman spectroscopy.

1.2.3.1. Stokes and Anti-stokes Raman Scattering

The Raman Effect comprises of two distinct types of scattering,
known as Stokes and anti-Stokes scattering (Fig.1.3). The most likely to
occur is Stokes scattering, in which the incident light interacts with a
molecule that absorbs energy from it. This molecule is excited from its
ground state to the “virtual state” and then relaxes back down to finish in a
vibrational excited state. In this case photons are scattered that are lower in
energy and frequency than the incoming photons and therefore longer in
wavelength. Anti-Stokes scattering is the less probable and weaker effect,
which occurs when light interacts with a molecule that is already in a
vibrational excited state. After being excited up to the “virtual state” this
molecule falls down to the ground state, causing the incident photons to

gain energy and scatter at a higher frequency and shorter wavelength.



A classical treatment of Raman scattering demonstrates the
occurrence of these two effects mathematically [28]. The electric field

strength E of the incoming electromagnetic radiation is given by

E=E, cos(2my,t) (1.2)
where t is time, Ey is the vibrational amplitude of the electric field and v is
the frequency of the radiation. When this light interacts with a molecule, it

induces an electric dipole moment

P=oE = aE, cos(2muot) (1.3)
where o is known as polarisability. Molecular polarisability can be
interpreted as the deformability of the electron cloud by the external
electric field. In general, o is a tensor that depends on E. However, for
simplicity the tensor properties of polarisability are neglected here. The
above oscillatory dipole moment  allows scattering to occur, as the
molecule moves to an excited state. The charge distribution in the material

is then vibrating with a frequency v and nuclear displacement

q=qo cos (2mot) (1.4)
where ¢ is the vibrational amplitude. These oscillations may induce a
change in the polarizability of the molecule. When ¢ is small, polarisability
varies linearly with displacement and can be approximated by a Taylor

series expansion of a resulting in

a = oy + [Z—Z]O Qo+ ------ (1.5)

where a, is the polarisability at equilibrium and produces elastic scattering,
whilst (00/0q), is the rate of change of o with respect to ¢ at this point and
is the origin of inelastic scattering. Combining the previous three

equations, making substitutions and simplifying gives
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P = aEg cos(2mu,t) +§ [Z_Z] qo Eo[ cos{2m(vg-v)t} + cos{2m(vy+ v)t}] (1.6)
0

The result is an expression consisting of two terms. The first term
represents the outgoing light that remains unchanged from when it enters
the material, possessing the frequency of the incident light vo. This is
Rayleigh scattering. The second term represents the inelastically scattered
light and contains two frequency shifts (vo — v) and (v + v) arising from

Stokes and anti-Stokes Raman scattering respectively.

The key to using Raman scattering to investigate the physiochemical
makeup of a material is the change in photon energy between the incident
and scattered light, measured as the shifts in frequency derived previously.
As shown in Fig. 1.4, light exits a material at a number of different
energies that are shifted from the original energy of the incoming photons
E. In this case the more probable Stokes scattering is demonstrated, in
which there is a loss in energy and therefore a decrease in frequency.
These different energy changes, AE; etc, correspond to light scattering
from molecules being excited to a number of distinct vibrational energy
levels. The frequency shifts corresponding to these different molecular
vibrational modes, (v,- v;) etc, are displayed as a spectrum of peaks. The
position and intensity of each peak relates to a specific type of molecular
vibration such as the stretching, bending, torsion or deformation of a bond,
combining to form a spectrum that represents the chemical fingerprint of a

material.
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Fig.1.4. Schematic representation of Raman Scattering

The Stokes and anti-Stokes Raman bands are much weaker than the
Rayleigh line and occur symmetrically on either side of it, corresponding
to the same amount of energy lost and gained respectively by the incident
photons. The Boltzmann distribution indicates that within a system at
thermal equilibrium, the lower energy state is more populated than the
higher energy state. For a material, this translates to a larger number of
molecules in lower energy states than in higher energy states. Therefore in
a Raman spectrum the bands relating to Stokes scattering are more intense

than those corresponding to anti-Stokes scattering. These peaks have a



magnitude of light intensity, or counts, and are usually displayed as a
Raman shift v . This parameter is common to vibrational spectroscopy. It is
essentially wavenumber with units of cm™ and is related to wavelength A

and frequency v via

s_v_1
v=2=2 (1.7)

where c is the speed of light. In Raman spectroscopy, the unit of
wavenumber is used simply for convenience. If wavelength or frequency
were used, the position of peaks in a spectrum would be determined by the
wavelength of the excitation light that they originated from. Instead spectra
are displayed in Raman shifts from the Rayleigh peak, which is always set
to 0 cm™. This means that the positions of peaks for a particular material

are independent of the excitation wavelength.

Experimentally, a Raman shift can be determined from
¥ (em™) = 10"[(1/%)-(1/\p)] (1.8)
where Ay and Ay are the laser wavelength and Raman scattering wavelength

respectively, both in nanometers.

1.2.3.2. FT-Raman measurements

FT-Raman spectra of the samples were recorded using the Bruker
RFS 100/S spectrophotometer that uses 1064 nm laser excitation and
provides a 4cm™ resolution (Fig.1.5). The solid sample was taken in
sample holder and was subjected to laser irradiation. The orientation of the

sample holder was adjusted to obtain maximum amplitude.
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Fig. 1.5. Simplified diagram of FT- Raman Spectrometer

1.2.3.3. Excitation laser

The FT-Raman -spectrometers currently available use Nd: YAG
lasers operating at nm. The laser output is filtered by nm band pass filter to
remove spontaneous emission, and then directed to the sample. Some
spectrometers have a provision for 180° geometry or 90°. Since an
interferometer has a large aperture than the slit of the dispersive/CCD
system, it is not always necessary to focus the laser on to a small spot. For
this reason, the beam steering mirror (or prism M3) is placed to the right of
the collection lens. An optical focusing lens, that may be easily removed
and placed in the laser beam path, is used. An unfocused or weakly
focused laser is advantageous in FT-Raman because it lowers the power
density at the sample and relaxes the tolerance on alignment of laser,

collection optics and sample.
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1.2.3.4. Collection optics

The collected light can be coupled directly with parallel path of the
interferometer, but it usually passes through an aperture. This aperture
called jacquinot stop and it permits control of the degree of collimation in

the interferometer and excludes severely of axis light.

1.2.3.5. Interferometers

Interferometers were developed for FT-IR and adapted for FT-
Raman with minimal change. The FT-Raman accessory consists of a laser,
sample chamber, filter and detector that are added to a stand-alone FT-IR
spectrometer. The schematic representation of Interferometers is shown in

Fig.1.1.

1.2.3.6. Laser Rejection Filters

The laser rejection filter serves the essential function of reducing the
strong eclastically scattered laser relative to the weak Raman scattering. The
noise in FT-Raman spectrum is proportional to the square root of the
average intensity of light across entire spectrum. The laser rejection filters
are variations of the holographic notch filters, which enhance the

possibility of observing low frequency shifts of the order 85cm™.

1.2.3.7. Detectors

Currently available detectors for the 1100 to 1700nm wavelength
range appropriate to FT-Raman are low band gap semiconductors,
particularly germanium (Ge) and indium gallium arsenide (InGaAs). The
parameters used to specify the efficiency and performance of the detector
is the dark signal and quantum efficiency. These parameters critically

affect the detector performance.



1.2.3.8. Sample handling techniques

Sample handling techniques for Raman spectroscopic measurements
is simpler than for infrared spectroscopy because glass can be used for
windows, lenses and other optical components instead of the more fragile
and atmospherically less stable crystalline halides. In addition, the laser
source is easily focused on slit. Consequently very small samples can be
investigated. In fact, a common sample holder for non-absorbing liquid

sample is an glass melting-point capillary.

a. Liquid Samples

The spectrum of a liquid can be recorded as neat or in solution.
Ordinarily about 0.3 ml of a liquid may be required. The sample could be
taken in glass or silica containers or capillaries. The spectra can be
measured directly from the reaction vessel. Water is a good solvent for
recording the Raman spectra. Water absorbs strongly in the infrared but it
is a poor Raman scattered. Raman spectroscopy is thus a valuable tool for

studying water soluble biological materials.

b. Solid samples

The Raman spectra of solids as polycrystalline material or as a
single crystal can be recorded. No medium such as null, KBr or solvent is
needed. A few milligrams of the solid samples are required. Solid can be
packed into capillary tubes as a powder. The crystal can be mounted in a
goniometer on a glass or silica fiber. The spectra can be measured for
different orientation of the crystal. For single crystals, the Raman spectrum
varies depending on the direction of the crystal axis, when polarized light
is used as incident radiation. Raman spectra of adsorbed species can be

recorded at different temperatures and pressures.
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c. Gas samples

The Raman spectra of gases are generally weaker than those of
liquids or solids and hence may require cells of larger path length. The gas
may be filled in a glass or silica tube of 1 to 2 cm diameter. If the resolving
power of the instrument is good and if the molecule has sufficiently low
moment of inertia, the rotational fine structure may be observed on either
side of the Rayleigh line. Generally a broadband contour may be observed.
The main advantage of Raman spectroscopy is that it may be used for a
wide variety of sizes and forms of the sample. Samples in gas, liquid and

solid states can be examined easily.

1.2.3.9. Advantages and disadvantages

Raman spectroscopy has long been‘used in many areas of physics,
chemistry and materials science [29]. However, more recent applications
of the technique have been in biological and medical research, both in vitro
and in vivo [30, 31]. Raman spectroscopy offers many benefits to work in
these fields:

(1) It is non-invasive, requiring no labeling or other preparation of the
sample;

(2) As long as suitable laser wavelengths, powers and exposure times are
used, it does not cause significant damage to biological cells and
tissue;

(3) It can be used under a wide range of conditions such as varying
temperature or pressure;

(4) Typical "background" species such as carbon dioxide and water do
not significantly interfere with spectra, as they have weak Raman

scattering;
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(5) It allows the investigation of samples in physiological conditions,
therefore lengthening the time period for measurements and making it

possible to experiment in real-time.

For any application, the lack of sample preparation needed prior to
analysis with Raman spectroscopy is one of the greatest advantages of the
technique. This allows it to be a very rapid analytical technique, leading to
high quality data in very short periods of time. Furthermore, Raman
scattering originates from the surface of a sample (typically no deeper than
several hundred microns), so there is no concern with sample thickness,

size or shape.

Raman spectroscopy can be used for.a variety of purposes. The
technique is often used as a qualitative or identification tool, as it provides
exceptional chemical specificity. A Raman spectrum contains a wealth of
analytical information and no.two molecules will give the same one.
Raman spectroscopy also has a greater sensitivity to chemical functional
groups not seen strongly by other similar methods. The selection rules
governing the technique require a change in the polarisability of a
molecule in order to be Raman-active, a condition that is unique to Raman
spectroscopy. In addition, the intensity of scattered light is related to the
amount of material present, allowing Raman spectroscopy to be used in

quantitative applications.

As with any scientific technique, Raman spectroscopy also has its
limitations. The most significant disadvantage of Raman spectroscopy is
the interference it suffers from fluorescence. This phenomenon originates
from different mechanisms to Raman scattering; however, they can occur

together. Fluorescence is broad and more intense than Raman scattering,
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often overwhelming it. There are ways to avoid such interferences, as
discussed in the following chapter, but the potential for fluorescence must
always be considered during applications of Raman spectroscopy. Other
disadvantages of Raman spectroscopy include equipment cost and the
sensitivity of the technique. The Raman Effect is very weak, therefore
efficient collection and detection of scattering requires sensitive and highly

optimized instrumentation.

1.2.4. Ultraviolet-Visible spectroscopy
1.2.4.1. Basic principles

Ultraviolet (UV) and visible radiation comprise only a small part of
the electromagnetic spectrum, which includes such other forms of radiation
as radio, infrared (IR), cosmic and X rays. The energy associated with

electromagnetic radiation is defined by the following equation:

E=hv (1.9)
where E is energy (in joules), h'is Planck’s constant (6.62 x 107* Js), and n
is frequency (in seconds). Electromagnetic radiation can be considered a
combination of alternating electric and magnetic fields that travel through
space with a wave motion. Because radiation acts as a wave, it can be
classified in terms of either wavelength or frequency, which is related by

the following equation:

v=c/A (1.10)
where v is frequency (in seconds), ¢ is the speed of light (3 x 10* ms™), and
1 is wavelength (in meters). In UV-visible spectroscopy, wavelength
usually is expressed in nanometers (1 nm = 10® m). It follows from the
above equations that radiation with shorter wavelength has higher energy.

In UV-visible spectroscopy, the low-wavelength UV light has the highest
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energy. In some cases, this energy is sufficient to cause unwanted

photochemical reactions when measuring sample spectra.

1.2.4.2. Origin of UV-Visible spectra

When radiation interacts with matter, a number of processes can
occur, including reflection, scattering, absorbance,
fluorescence/phosphorescence  (absorption and  reemission) and
photochemical reaction (absorbance and bond breaking). In general, when

measuring UV-visible spectra, we want only absorbance to occur.
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Fig.1.6. Electron transitions in ultraviolet/visible spectroscopy

Because light is a form of energy, absorption of light by matter

causes the energy content of the molecules (or atoms) to increase. The total
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potential energy of a molecule generally is represented as the sum of its

electronic, vibrational and rotational energies:

Etotal = Eelectronic + Evibrational + Erotational (] 1 1)

The amount of energy a molecule possesses in each form is not a
continuum but a series of discrete levels or states. The differences in
energy among the different states are in the order:

Eeiectronic > Evibrational > Erotational
In some molecules and atoms, photons of UV and visible light have
enough energy to cause transitions between the different electronic energy
levels. The wavelength of light absorbed is that having the energy required

to move an electron from a lower energy level to a higher energy level.

1.2.4.3. Origin of the absorptions
Valence electrons can generally be found in one of three types of
electron orbital:
1. Single or o bonding orbitals
2. Double or triple bonds (m bonding orbitals) and

3. Non-bonding orbitals (lone pair electrons)

Sigma bonding orbitals tend to be lower in energy than © bonding
orbitals, which in turn are lower in energy than non-bonding orbitals.
When electromagnetic radiation of the correct frequency is absorbed, a
transition occurs from one of these orbitals to an empty orbital, usually an
antibonding orbital, ¢* or n*. The exact energy difference between the
orbitals depends on the atoms present and the nature of the bonding
system. Most of the transitions from bonding orbitals are of too high a

frequency (too short a wavelength) to measure easily, so most of the
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absorptions observed involve only t— n*, n— ¢* and n — n* transitions

(Fig.1.6).

1.2.4.4. Absorption laws
Beer’s law tells us that absorption is proportional to the number of
absorbing molecules -ie. to the concentration of absorbing molecules (this
is only true for dilute solutions) - and Lambert’s law tells us that the
fraction of radiation absorbed is independent of the intensity of the
radiation. Combining these two laws, we can derive the Beer-Lambert
Law:
log,o (Ip/1) =¢lc (1.12)
Where [ = the intensity of the radiation
I = the intensity of the transmitted radiation
€ = a constant for each ‘absorbing material, known as the
molar absorption coefficient
1 = the path length of the absorbing solution in cm

¢ = the concentration of the absorbing species in mol dm™.

The value of log;o (Io/I) is known as the absorbance of the solution
and can be read directly from the spectrum as ‘absorbance units’. The
wavelength at which maximum absorption occurs is represented by Apay.
The values of both € and A,y are strongly influenced by the nature of the
solvent, and for organic compounds, by the degree of substitution and

conjugation.
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Fig.1.7. Simplified diagram of UV-visible Spectrometer

1.2.4.5. Instrumentation

Because only small number of absorbing molecules is required, it is
convenient to have the sample in solution. In conventional spectrometers
electromagnetic radiation is passed through the sample which is held in a
small square-section cell (usually lcm wide internally). Radiation across
the whole of the ultraviolet/visible range is scanned over a period of
approximately 30 s, and radiation of the same frequency and intensity is
simultaneously passed through a reference cell containing only the solvent.
Photocells then detect the radiation transmitted and the spectrometer
records the absorption by comparing the difference between the intensity
of the radiation passing through the sample and the reference cells
(Fig.1.7.). In the latest spectrometers radiation across the whole range is

monitored simultaneously.
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A hydrogen or deuterium discharge lamp covers the ultraviolet
range, and a tungsten filament (usually a tungsten/halogen lamp) covers
the visible range. The radiation is separated according to its frequency
/wavelength by a diffraction grating followed by a narrow slit. The slit
ensures that the radiation is of a very narrow waveband — i.e. it is

monochromatic.

The cells in the spectrometer must be made of pure silica for
ultraviolet spectra because soda glass absorbs below 365 nm, and pyrex
glass below 320 nm. Detection of the radiation passing through the sample
or reference cell can be achieved by either a photomultiplier or a
photodiode, which converts photons of radiation into tiny electrical
currents; or a semiconducting cell (that emits electrons when radiation is
incident on it) followed by an electron multiplier similar to those used in
mass spectrometers. The spectrum-is produced by comparing the currents
generated by the sample and the reference beams. Modern instruments are
self-calibrating, though the-accuracy of the calibration can be checked if
necessary. Wavelength checks are made by passing the sample beam
through glass samples (containing holmium oxide) that have precise
absorption peaks, and the absorption is calibrated by passing the sample
beam through either a series of filters, each with a specific and known

absorption, or a series of standard solutions.

1.2.4.6. Applications
UV-VIS spectroscopy is routinely used for quantitative
determination of analyses solutions in transition metal ions and highly

conjugated organic compounds.
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Solutions of transition metal ions can be coloured (i.e., absorb
visible light) because d electrons within metal atoms can be excited from

one electronic state to another.

» While charge transfer complexes also give rise to colors, colors are
often too intense to be used for quantitative measurement.

» Absorbance of a solution is directly proportional to concentration of
absorbing species in solution and path length. Thus, for a fixed path
length, UV/VIS spectroscopy can be wused to determine

concentration of absorber in a solution.

1.2.5 Nuclear Magnetic Resonance (NMR)

Phenomenon of NMR deals with transitions between energy levels
that arise because of different orientations of nuclei moment of nuclei
placed in a magnetic field. These transitions are studied by means of a
resonance method which is called NMR [32]. It is a powerful analytical
technique used to characterize organic molecules by identifying carbon-
hydrogen frameworks within molecules. Two common types of NMR
spectroscopy are used to characterize organic structure: 'H NMR is used to
determine the type and number of H atoms in a molecule; *C NMR is used
to determine the type of carbon atoms in molecule. Source of energy in
NMR is radio waves which have long wavelengths and thus low energy
and frequency. When low-energy radio waves interact with a molecule,

they can change nuclear spins of some elements, including 'H and °C.

1.2.5.1 Basic principles of NMR Spectroscopy
Atoms consist of electrons and a nucleus and the most important
property of a nucleus for NMR spectroscopy is its spin. In its most simple

form, spins can be described as an electric charge rotating around its own
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axis. This rotation generates a small magnetic moment which interacts with
an external applied magnetic field. Interaction of a single isolated nuclear

spin I, with a magnetic moment u = y.I.h, and a static field along z-

direction, B, 1 , is called Zeeman interaction. Hamiltonian describing this

interaction is:

(1.13)
Most nuclei which are studied in liquid state NMR spectroscopy ('H,
B¢, PN, "F and *'P) have a spin quantum number 1 of 1/2. This means
that for spin-1/2 nuclei two spin energy levels exist, i.e. +1/2 and -1/2

which are commonly denoted as o and £ respectively.

Energy difference between both states is-called Zeeman splitting and
equals:

- (1.14)

as schematically represented in Fig. 1.8. Observed frequency ~ is called

Larmor frequency.

Every nucleus is surrounded by a cloud of electrons in constant
motion. Under the influence of the magnetic field these electrons are
caused to circulate in such a manner as to oppose the field. This has the
effect of partially shielding the nucleus from feeling the full value of the
external field. Thus either the frequency or the field will have to be
changed slightly to bring the shielded nucleus into resonance. It is
generally accomplished by an adjustment of the magnetic field through an
auxiliary winding carrying varying direct current which sweeps the field
over a narrow span. The value of the shift depends on the chemical
environment of the proton. Because this is the source of variations in

shielding by electrons, it is called the chemical shift [33].
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Fig. 1.8. Splitting of degenerate nuclear energy levels under an applied

magnetic field

1.2.5.2 Instrumentation

Basis of NMR experiment is to induce a transition between two
consecutive energy levels that result when a nucleus is placed in a
magnetic field.
Two types of NMR spectrometers are commonly used. They are:

(a) Continuous wave (CW) NMR spectrometer

(b) Fourier Transform (FT) NMR spectrometer
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1.2.5.3 Fourier Transform (FT) NMR Spectrometer

In order to carry out a normal continuous wave NMR experiment,
strength of magnetic field or frequency of applied radiation must be varied.
In order to acquire signals with low intensity, it is necessary to run
experiment repeatedly in order to average noise associated with

measurement.

Fourier transform operation converts a signal from time domain to
frequency domain. It can essentially separate out a complex wave into
many constituent waves of a fixed frequency. Instead of individually
scanning frequency domain, sample can be excited by a single pulse or
multiple pulses of strong radio-waves and free induction decay (FID)
picked up on a receiver. By Fourier transforming FID, a multi-frequency
based NMR spectrum is observed. This can be completed in a few seconds
or less, making it far less time consuming to perform than multiple scans

needed for continuous wave method.

1.3. Antimicrobial Studies

Microbes are microscopic life forms, usually too small to be seen by
the naked eye. Although many microbes are single-celled, there are also
numerous multi-cellular organisms. Microorganisms are very diverse and
include bacteria, fungi and algae. Microorganisms live in all parts on the
earth where there is liquid water, including hot springs, on the ocean floor,
high in the atmosphere and deep inside rocks within the Earth's crust.
Certain microbes have adapted to withstand unusual environmental
conditions, including extreme pressure, temperature, acidity and radiation.
These microscopic organisms are found in plants and animals as well as in
the human body. An antimicrobial is a substance that kills or inhibits the

growth of microorganisms such as bacteria, fungi and orprotozoans.
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Antimicrobial drugs either kill microbes (microbiocidal) or prevent the
growth of microbes (microbiostatic).
1.3.1 Antibacterial Activity Study

Antibiotics are generally used to treat bacterial infections. The
toxicity to humans and other animals from antibiotics is generally
considered to be low. However, prolonged use of certain antibiotics can
decrease the number of gut flora, which can have a negative impact on
health. Some recommend that, during or after prolonged antibiotic use, one
should consume probiotics and eat reasonably to replace destroyed gut

flora.

1.3.2 Antifungal Activity Study

Fungi are multi-celled organisms with structures analogous but not
identical to plants. They can be found in air, in soil, on plants and in water.
Thousands, possibly millions, of different types of fungi exist on Earth.
The common types are mushrooms, yeast, mold and mildew. Some live in
the human body, usually-causing illness. Fungal diseases are called
mycoses which can affect human skin, nails, body hair and internal organs
such as lungs and body systems such as the nervous system. Aspergillus
fumigatus, for instance, can cause aspergillosis, a fungal infection in the

respiratory system.

Antifungals work by exploiting differences between mammalian and
fungal cells to kill off the fungal organism without dangerous effects on
the host. Unlike bacteria, both fungi and humans are eukaryotes. Thus,
fungal and human cells are similar at the molecular level, making it more
difficult to find a target for an antifungal drug to attack that does not also

exist in the infected organism. An antifungal drug is medication used to

33



treat fungal infections such as athlete”s foot, ring worm, candidiasis,

serious systemic infections such as cryptococcal meningitis and others.

1.4. Quantum Chemical Calculations
1.4.1. Computational Chemistry

The term theoretical chemistry may be defined as the mathematical
description of chemistry. The term computational chemistry is generally
used when a mathematical method is sufficiently well developed that it can
be automated for implementation on a computer. Computational chemistry
is the branch of theoretical chemistry whose major goals are to create
efficient computer programs that calculate the properties of molecules
(such as total energy, dipole moment, vibrational frequencies) and to apply
these programs to concrete chemical objects. In theoretical chemistry,
chemists and physicists together develop algorithms and computer
programs to allow precise predictions of atomic and molecular properties
and reaction paths for chemical reactions. Computational chemists in
contrast mostly “simply” wuse existing computer programs and
methodologies and apply these to specific chemical questions.
Computational chemistry may be defined as the application of
mathematical and theoretical principles to the solution of chemical
problems. Molecular modeling, a subset of computational chemistry,
concentrates on predicting the behavior of individual molecules within a
chemical system. The most accurate molecular model use ab initio or “first
principles’ electronic structure methods, based upon the principles of
quantum mechanics, and are generally very computer-intensive. However,
due to advances in computer storage capacity and processor performance,

molecular modeling has been a rapidly evolving and expanding field, to
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the point that it is now possible to solve relevant problems in an acceptable

amount of time.

The types of predictions possible for molecules and reactions include [34]:

YV V.V V V V VYV V V V VY

Heats of formation

Bond and reaction energies

Molecular energies and structures (thermo chemical stability)
Energies and structures of transition states (activation energies)
Reaction pathways, kinetics and mechanisms

Charge distribution in molecules (reactive sites)

Substituent effects

Electron affinities and ionisation potentials

Vibrational frequencies (IR and Raman spectra)

Electronic transitions (UV/Visible spectra)

Magnetic shielding effects (NMR spectra)

This work presents a review of computational chemistry techniques,

focusing on electronic- structure methods. Electronic structure methods,

particularly DFT calculations, are capable of consistent predictions with

high accuracy over a wide range of systems — a critical prerequisite for the

successful modeling of Synthetic organic materials.

The programs used in computational chemistry are based on many

different quantum-chemical methods that solve the molecular Schrodinger

equation. The ultimate goal of most quantum chemical approaches is the

“approximate” solution of the Schrodinger equation. Several methods have

been developed and implemented in computational programs to solve the

Schrodinger equation. The methods that do not include empirical or semi-
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empirical parameters in their equations are called ab initio methods. The

most popular classes of ab initio methods are:

Hartree-Fock, Moller-Plesset perturbation theory, configuration
interaction, coupled cluster, reduced density matrices and density
functional theory. Each class contains several methods that use different
variants of the corresponding class, typically geared either to calculating a
specific molecular property, or, to application to a special set of molecules.
The abundance of these approaches shows that there is no single method
suitable for all purposes. Computational chemistry can be used to carry out

the following:

Molecular energy and structures

» Energies and structure of transition states
Molecular orbital
IR and Raman spectra

NMR properties

YV V V V

Performing geometry optimizations. Geometry optimization depends
primarily on the gradient of the energy (the first derivative of the
energy with respect to atomic positions).

» Computing the vibrational frequencies of a molecule resulting from
inter atomic motion within the molecule. Frequencies depend on
second derivative of the energy with respect to atomic structure.
Frequency calculations are not possible or practical for all

computational chemistry methods.

1.4.2. Computational chemistry methods
All molecular modeling techniques can be classified under three

general catagories: ab initio electronic structure calculations, semi-
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empirical methods and molecular mechanics. Ab initio or ‘first principles’
electronic structure methods are based upon quantum mechanics and
therefore provide the most accurate and consistent predictions for quantum
chemical systems. However ab inito methods are extremely computer
intensive. Semi-empirical methods are also founded upon quantum
mechanics, but speed computation by replacing some explicit calculations
with approximations based upon experimental data. Molecular mechanics
techniques are purely empirical methods based on the principles of
classical physics and as such are computationally fast. Molecular
mechanics methods completely neglect explicit treatment of electronic

structure, and are therefore severely limited in scope.

1.4.2.1. Ab initio methods

Ab initio quantum chemistry methods are computational chemistry
methods based on quantum chemistry [35]. The term ab initio was first
used in quantum chemistry by Robert Parr and coworkers, including David

Craig in a semiempirical study on the excited states of benzene [36].

Of the three, ab initio molecular orbital methods are the most
accurate and consistent because they provide the best mathematical
approximation to the actual system. The term ab initio implies that the
computations are based solely on the laws of quantum mechanics, the
masses and charges of electrons and atomic nuclei, and the values of
fundamental physical constants, such as the speed of light (¢=2.998 x 108
m/s) or Planck’s constant (h= 6.626 x 10>* Js), and contain no
approximations. Molecular orbital methods solve Schrodinger’s equation
for the chemical system using a basis set of functions that satisfy a series
of rigorous mathematical approximations. Molecular properties can be

assessed from a user specified input (single point energy calculation or
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SPE), or the molecule can be allowed to relax to a minimum energy

configuration (geometry optimization).

Ab initio molecular orbital computations can provide accurate
quantitative predictions of chemical properties for a wide range of
molecular systems. However, they place a considerable demand on
computer resources. The choice of theoretical method and basis set
determine the duration of the calculation; thus, a sophisticated method and
a large basis set will provide more accurate results, but will also require

more computer resources.

1.4.2.2. Semi-empirical methods

Semi-empirical methods increase the speed of computation by using
approximations of ab initio techniques (e.g., by limiting choices of
molecular orbitals or considering only valence electrons) which have been
fitted to experimental data (for instance, structures and formation energies
of organic molecules). Until recently, the size of many energetic molecules
placed them beyond the scope of ab initio calculations, so preliminary
theoretical studies were performed using semi-empirical techniques.
However, semi-empirical methods have been calibrated to typical organic
or biological systems and tend to be inaccurate for problems involving

hydrogen-bonding, chemical transitions or nitrated compounds [37, 38].

Several semi-empirical methods are available and appear in
commercially available computational chemistry software packages such
as HyperChem and Chem3D. Some of the more common semi-empirical
methods can be grouped according to their treatment of electron-electron

interactions

38



1.4.2.3. Molecular mechanics

Molecular mechanics (MM) is often the only feasible means with
which to model very large and non-symmetric chemical systems such as
proteins or polymers. Molecular mechanics is a purely empirical method
that neglects explicit treatment of electrons, relying instead upon the laws
of classical physics to predict the chemical properties of molecules. As a
result, MM calculations cannot deal with problems such as bond breaking
or formation, where electronic or quantum effects dominate. Furthermore,
MM models are wholly system-dependent; MM energy predictions tend to
be meaningless as absolute quantities, and are generally useful only for
comparative studies. Despite these shortcomings, MM bridges the gap
between quantum and continuum mechanics, and has been used quite
extensively to study ‘mesoscopic’ effects in energetic materials.
Applications include modelling reaction and dissociation on classical
potential energy surfaces, studies of equilibrium crystal properties (e.g.,
density, packing, specific theats) , dynamic investigations of shock
interactions with crystals and defects and simulating detonation in

molecular crystals.

The basic assumptions of typical molecular mechanics methods are listed

below.

» Each atom (i.e., electrons and nucleus) is represented as one particle
with a characteristic mass.

» A chemical bond is represented as a ‘spring,” with a characteristic force
constant determined by the potential energy of interaction between the
two participating atoms. Potential energy functions can describe
intramolecular bond stretching, bending and torsion, or intermolecular

phenomena such as electrostatic interactions or van der Waals forces.
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» The potential energy functions rely on empirically derived parameters

obtained from experiments or from other calculations.

Current molecular mechanics models are characterised by the set of
potential energy functions used to describe the chemical forces. These
force fields depend upon:

» Atomic displacements (i.e., bond lengths)

» Atom types, that is, the characteristics of an element within a specific
chemical context (e.g., a carbonyl carbon versus a methyl carbon) and

» One or more parameter sets relating atom types and bond

characteristics to empirical data.

1.4.3. Ab initio molecular orbital theory
1.4.3.1. The physico-chemical model

The basis of electronic structure’ methods is the assumption that all
chemistry can be described in terms of the interactions between electronic
charges within molecules. Hence, chemical bonds can be loosely defined
as a redistribution of electronic charge that stabilises the molecule with

respect to a collection of its (isolated) constituent atoms.

Relative stabilities are expressed in terms of the total energy of the

system, which defined by a differential equation,
H=T+V (1.15)

where H is the Hamiltonian operator representing the sum of kinetic T and

potential V energies.

In quantum mechanical systems, the kinetic energy of a particle is
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T=-24w (1.16)

where m is the mass of the particle,  is Planck’s constant (h = 1.055x107*

J.s) and

92 92 92

ve= 24 24 &
dx?2 ay? 9z2

(1.17)

For electrostatic systems, the potential energy is generally expressed in

terms of pairwise interactions between charged particles.

U= &g _1 (1.17)

4m€y  |rp—rq|
where &, is the permittivity of free space (&, = 8.854x10™"* C*/N-m?), and

Ir, —ry| is the distance between charges q;and qs.

1.4.3.2. The molecular Hamiltonian

Under the basic assumption of electronic structure methods, a
molecule is a collection of charged quantum particles. The molecular
Hamiltonian has the form of Eq. 1.15, however the kinetic energy is now a
summation over all the particles in the molecule

. _ 22 2 2 2
v=iz-1(a +a—z+"—) (1.19)

2m “imy; ﬁ ay? = 9z}
and the potential energy is the Coulomb interaction between each pair of
charged particles (electron-nucleus attraction, nucleus-nucleus repulsion
and electron-electron repulsion):

34 1 . 4iq;j

V= —>:<j — 1.20

e, 22 <J -~ (1.20)

For electrons, g=-¢ (e=1 .602x10'19C), and for nuclei of atomic number Z,

q=tZe
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1.4.3.3. Hartree-Fock theory
1.4.3.3.1. The Schrodinger equation

The quantum mechanical description of chemical bonds is given by
a space- and time- dependent probability distribution: the molecular
wavefunction. The molecular wavefunction is defined by the Schrodinger
equation

= . OYmol(t
imorPmor(t) = ih 2ot (1.21)

If the potential energy operator is time-independent, then the
solution obtained by separation of variables, leads to the molecular

wavefunction

llJmol(t) = wmole_iEmOIt/h (1.22)

Where Y, satisfies the time-independent Schrédinger equation

I’:Imolll)mol = Emollp;nol, (1.23)

and E., is the total energy of the molecule. Solutions of the
time-independent Schrodinger equation represent various stationary states
of the molecule (corresponding to stable or meta-stable electronic
configurations). The set of wavefunctions ¥ which satisfy Eq.1.23 are its
eigen functions and the energies of the molecule, E,, in each stationary
state are its eigen values. The stationary state with the lowest energy is

called the ‘ground state’.

1.4.3.3.2. Antisymmetry and electron spin
Standard electronic structure methods assume that the molecular

wavefunction describing several electrons can be written as a product of

42



single-electron wavefunctions called ‘orbitals’, that is, for a molecule

containing n electrons,

Yot (1,2,...n) = y(D(2)...y(n) (1.24)

Electrons possess an intrinsic angular momentum or ‘spin’ with a
value of £}2. A half integer spin quantum number implies that electrons are
antisymmetric with respect to exchange —in other words, a wavefunction
describing a pair of electrons i and j must change sign when the electrons

are interchanged:

(i, j ) ==w(/j, 1) (1.25)

The simplest antisymmetric combination of molecular orbitals(MOs) is a
matrix determinant. A HF wavefunction is constructed by assigning
electrons to molecular orbitals ¢(r)in-pairs of opposite spin and then
forming a determinant using two spin functions o and 3, where

a(t) =1 a(l)=0

p(1)=0 B (=1

For two electrons i and j the total wavefunction takes the form:

(i) = p(r) |Zgg ggg (1.26)
with a determinant
v ) = 221G - BOa()] (127)

which satisfies the antisymmetrisation condition of Eq.1.22. For a
molecule containing n electrons, the wavefunction is referred to as a

‘Slater determinant’ and takes the form:
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(128)

1.4.3.3.3. Ab inito essentials

For systems of more than two interacting particles, the Schrodinger

equation cannot be solved exactly. Therefore, all ab initio calculations for

many body systems (e.g. molecules) involve some level of approximation

and indeed, some level of empirical parameterization. Nevertheless, ab

inito methods for molecular calculations ‘must satisfy a set of stringent

criteria:

1. Solutions must be well defined and specified by both the structure
and the electronic states of the molecule.

2. The Potential energy of the molecule must vary smoothly and
continuously with respect to displacements of the atomic nuclei.

3. The model must contain no bias (e.g., assuming a chemical bond
exists between two atoms).

4, The model must be ‘size consistent’ — that is, solutions and their
associated errors must scale in proportion to the size of the
molecule.

5. The model must be ‘variational’ — that is, approximate solutions

must provide an upper bound to the true energy of the system.
Consequently, the approximate solution having the lowest energy
represents the closest fit to the true wavefunction, within the

constraints of the method.
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1.4.3.3.4. Born-Oppenheimer approximation

Electrons in molecules are much lighter than nuclei, and therefore
generally have much higher velocities. Hence, under most circumstances,
once can assume that electrons respond instantaneously to nuclear
displacements. In practice, this means that the molecular Hamiltonian can
be written assuming the nuclear positions are fixed (i.e., neglecting nuclear

kinetic energy terms):

H T — 3 — %X m(1.29)
Most ab initio calculations solve only 'the electronic part of the
molecular wavefunction, and therefore cannot account for systems where

the electronic states are strongly coupled to nuclear vibrations.

1.4.3.3.5. Single particle approximation

Standard electronic ‘structure methods approximate the total
wavefunction of a many electron system as the product of single electron
wavefunctions. This is the essence of Hartree Fock theory, which describes
each electron in a molecule as moving in the average electric field
generated by the other electrons and nuclei. As a single particle theory, HF
theory systematically overestimates molecular energies because it neglects

the correlated motion of electrons resulting from Coulomb interactions.

1.4.3.3.6. Linear combination of atomic orbitals (LCAQO)

Although there is no exact analytical solution to the time-
independent molecular Schrodinger equation for systems containing more
than one electron, approximate solutions can be obtained using standard

numerical techniques. The approach of all ab initio techniques is to build
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the total wavefunction from a ‘basis’ set of mathematical functions capable
of reproducing critical properties of the system. An individual molecular

orbital may then be expressed as

qr) X ) (1.30)

Where x,,(r) are the basis functions and the coefficients C; are adjustable
parameters. For a molecular wavefunction, the electronic orbitals of the
constituent atoms form a natural set of basis functions. These atomic
orbitals can in turn be represented by different types of mathematical
functions. A highly accurate set of atomic orbitals (Slater type orbitals or

STO) are based on hydrogenic wavefunctions having the form

(r)~Ce™r (1.31)
Exponential functions are not well suited to numerical manipulation, so
most electronic structure calculations approximate STOs with a linear

combination of Gaussian-type functions

(r)~ 2 (1.32)

Where d ,,, and @, are adjustable parameters. Gaussian-type functions
provide reasonable approximations of STOs, except at very small or very
large electron-nucleus separations.Linear combinations of ‘primitive’
gaussian functions are referred to as ‘contracted’ Gaussians. Gaussian
software offer a choice of basis sets containing contracted guassians
optimized to reproduce the chemistry of a large range of molecular

systems.
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1.4.4. Density functional theory

A technique that has gained considerable ground in recent years to
become one of the most widely used techniques for the calculation of
molecular structure is density functional theory (DFT). Its advantage
include less demanding computational effort, less computer time and better
agreement with the experimental values than is obtained from Hartree-
Fock procedures. The central focus of DFT is the electron density p, rather
than the wavefunction y. The ‘functional’ part of the name comes from the
fact that the energy of the molecule is a function of the electron density,
written E[p], and the electron density is itself a function of position, p(r),

and in mathematics a function of a function is called as functional.

1.4.4.1. The Kohn-Sham approach

Density functional theory [39-417is based on the Hohenberg-Kohn
theorem [42], which states that the total energy of a system in its ground
state is a functional of that system’s electronic density, p(r), and that any
density, p'(r), other than the true density will necessarily lead to a higher
energy. Therefore, the Hohenberg-Kohn theorem introduces an alternative
approach to perform exact, variational, abinitio electronic structure
calculations. In conventional ab initio methodology, Schrodinger’s
equation Ey=Hy must be solved. Meanwhile, DFT requires only that we
minimize the energy functional, E[p(r)]. The conceptual simplification thus
offered cannot be overstated. Unfortunately, the exact nature of the energy
functional is not known and the total energy of a system cannot be simply
output when a trial density, p'(r), is given as input. Therfore, we must turn
to approximate DFT methods, and though we will not have a

wavefunction, we will have to make use of one —electron Kohn-Sham
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molecular orbitals, which rather closely resemble molecular orbitals from

the well known Hartree-Fock (HF) method.

Early applications of DFT tended to be within the physic
community, concentrating on systems where the HF approximation is a
particularly poor starting point [43]. Therefore, the vast majority of the
applications were on metallic systems, because a single determinantal
approach is notoriously bad in such cases. Since DFT works with the
density, and not the wavefunction, systems that would require a great
number of electronic configurations to be well described by conventional
ab initio approaches are in principle neither harder nor more expensive, for
DFT than the systems that are well described by a single configuration.
Correlation effects, absent within the HF approximation, are also built into
the approximate energy functional used in modern DFT applications.
Therefore, DFT methods are in principle able to treat the entire periodic

table with unvarying ease and accuracy

Though the Hohenberg-Kohn Theorem clearly established that one
could, in principle, work directly with the density in ab inito calculations, it
was the subsequent work of Kohn and Sham (KS) that offered a practical
approach to perform DFT calculations. In the KS approach, the unknown
Hohenberg-Kohn energy functional, E[p(r)], is partitioned in the following

manner [43]

E[p(0)] = Ulpm)]+T [p(t)[+Exc [p(1)] (1.33)

In this partitioning scheme, U[p(r)] is simply the -classical
electrostatic energy, the sum of the electron-nucleus attractions and the

electron-electron repulsions.
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The next term, T[p(r)], is defined as the kinetic energy of a system
of non interacting electrons with the same density p(r), as that of the real
system of interacting electrons being studied. This may seem to introduce a
severe error. However, this is not the case, because the final term Exc
[p(r)] is made to contain, in addition to the exchange and correlation (XC)
contributions to the energy, the difference between T [p(r)] and the true

electronic kinetic energy of the system.

Following KS, p(r) of an N-electron system (with N, spin up
electrons and Ny spin down electrons) is expressed as the sum of the square

moduli of single occupied, orthonormal KohnSham molecular orbitals[44].

p(r) = p%(r) + pP(r) = N2 + I [wl (2| (1.35)

Having done this, T[p(r)] can now be defined as

TlpM)] = Soap Bl [ U)o G (1)dr (1.36)

One should note that T[p(r)] is not a true density functional, because
the KS orbitals are required. Alternate forms of T[p(r)] that depend only on
the electronic density and do not require KS orbitals have been proposed
[45]. However, they are too imprecise to be of any practical use in

chemistry.

Finally, recalling the fact that the energy functional is minimized by
the true ground state density p(r), the energy functional E[p(r) must be
stationary with respect to any arbitrary variation in either of the spin

densities [43] ie.,
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This condition yields the one — electron KS equations
— p) [p(]
{ 2 v Al f Ir 17| 5(r) } (r) (r) (1.38)
o= Po (139)

Thus, a scheme for performing practical DFT calculation emerges.
With an initial guess at the total spin densities, p°(r) and pP(r), the KS
equations are constructed and solved, and the resulting set of KS-
orbitals, 7 (r) are then used to generate new guesses at p°(r) and pP(r).
This procedure is repeated until self-consistency is achieved, that is, the

same densities and KS orbitals are generated.

In this preceding discussion, we avoided to deal with the precise
nature of the XC energy functional Exc [p(r)] and the XC potentials, which
are the functional derivatives of Exc [p(r)] with respect to p°(r)

and pP(r);

[p()]

% (1.40)
[p()]

—B?r)r (1.41)

If the true XC energy functional, Exc [p(r)], were known, this
scheme would yield the true ground state density and in turn, exact values
for all ground state properties. Unfortunately, the precise nature of Exc
[p(r) is not known, and at the first glance, it may seem that we are no
further along to performing practical DFT calculations then when we had

only the Hohenberg-Kohn theorem and an unknown total energy functional
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Exc [p(r) can, perhaps surprisingly to some yield fairly accurate results.
The KS approach is therefore of great practical importance and has become

the cornerstone of all modern DFT applications.

1.4.5. Basis set

A basis set is a mathematical description of the orbital within a
system (which in turn combines to approximate the total electronic wave
function) used to perform the theoretical calculations. The molecular
orbitals which arise in the slater determinant are usually expanded in the
form of linear combination of a finite set of one-electron functions known
as basis functions. Larger the basis sets, more accurately approximate the
orbital by imposing fewer restrictions on the locations of the electrons in
space. In the true quantum mechanical picture, electron has finite

probability of existing anywhere in space

Standard basis sets for electronic structure calculations use linear
combinations of Gaussian functions to form the orbital. Gaussian offers a
wide range of pre-defined basis sets, which may be classified by the
number of basis functions that they contain. Basis sets assign a group of
basis functions to each atom within a molecule to approximate its orbital.
These basis functions themselves are composed of a linear combination of
Gaussian functions referred as “contracted functions” and the component
Gaussian functions are referred as primitives. A basis function consisting

of a single Gaussian function is termed as uncontracted function.

1.4.5.1. Minimal basis sets
The most common minimal basis set is STO-nG, where n is an
integer. This n value represents the number of Gaussian primitive functions

comprising a single basis function. In these basis sets, the same number of
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Gaussian primitives comprises core and valence orbitals. Minimal basis
sets typically give rough results that are insufficient for research-quality
publication, but are much cheaper than their larger counterparts.
Commonly used minimal basis sets of this type are:

» STO-3G

» STO-4G

» STO-6G

» STO-3G* - Polarized version of STO-3G

1.5.5.2. Split-valence basis sets

During most molecular bonding, it is the valence electrons which
principally take part in the bonding. In recognition of this fact, it is
common to represent valence orbitals by more than one basis function.
Basis sets in which there are multiple basis functions corresponding to
each valence atomic orbital are called valence double, triple, quadruple-
zeta, and so on, basis sets. Since the different orbitals of the split have
different spatial extents, the combination allows the electron density to
adjust its spatial extent appropriate to the particular molecular
environment. Minimum basis sets are fixed and are unable to adjust to

different molecular environments.

The notation for the split-valence basis sets arising from the group
of John-pople is typically X-YZg. In this case, X represents the number of
primitive Gaussians comprising each core atomic orbital basis function.
The Y and Z indicate that the valence orbitals are composed of two basis
functions each, the first one composed of a linear combination of Y
primitive Gaussian functions, the other composed of a linear combination
of Z primitive Gaussian functions. In this case, the presence of two

numbers after the hyphens implies that this basis set is a split-valence
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double-zeta basis set. Split-valence triple- and quadruple-zeta basis sets are

also used, denoted as X-YZWg, X-YZWVg, etc. Here is a list of

commonly used split-valence basis sets of this type:

>

vV V V V V VYV V V V V V V V V

STO-3G

3-21G

3-21G* - Polarized
3-21+G - Diffuse functions
3-21+G* - With polarization and diffuse functions
4-21G

4-31G

6-21G

6-31G

6-31G*

6-31+G*

6-31G(3df, 3pd)

6-311G

6-311G*

6-311+G*

Basis sets in which there are multiple basis functions corresponding

to each atomic orbital, including both valence orbitals and core orbitals or

just the valence orbitals, are called double, triple or quadruple-zeta basis

sets. Commonly used multiple zeta basis sets are:

Y

YV V V

cc-pVDZ - Double-zeta
cc-pVTZ - Triple-zeta
cc-pVQZ - Quadruple-zeta
cc-pV5Z - Quintuple-zeta, etc.
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» aug-cc-pVDZ, etc. - Augmented versions of the preceding basis
sets with added diffuse functions.

» TZVPP- Triple —zeta

» QZVPP-Quadruple-zeta

The 'cc-p' stands for ‘correlation-consistent polarized’ and the ‘V’
indicate they are valence only basis sets. They include successively larger
shells of polarization (correlating) functions (d, f, g, etc.). More recently
these 'correlation-consistent polarized' basis sets have become widely used
and are the current state of the art for correlated or Post- Hartree-Fock

calculations.

1.4.5.3. Polarised basis sets

Polarisation functions can be added to basis sets to allow for non-
uniform displacement of charge away from atomic nuclei, therby
improving descriptions of chemical bonding. Polarisation functions
describe orbitals of higher angular momentum quantum number than those
required for the isolated atom (e.g.,p-type functions for H and He, and
d-type functions for atoms with Z>2), and are added to the valence
electron shells. For example, the 6-31G (d) basis set is constructed by
adding six d-type Gaussian primitives to the 6-31G description of each
non-hydrogen atom. The 6-31G (d,p) is identical to 6-31G(d) for heavy
atoms, but adds a set of Gaussian p type functions to hydrogen and helium
atoms. The addition of p-orbitals to hydrogen is particularly important in

systems where hydrogen is a bridging atom.

1.4.5.4. Diffuse basis sets
Species with significant electron density far removed from the

nuclear centres (e.g., anions, lone pairs and excited states) require diffuse
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functions to account for the outermost weakly bound electrons. Diffuse
basis sets are recommended for calculations of electron affinities, proton
affinities, inversion barriers and bond angles in anions. The addition of
diffuse s- and p- type Gaussian functions to non-hydrogen atoms is
denoted by a plus sign as in 3-21G. Further addition of diffuse functions to
both hydrogen and larger atoms is indicated by a double plus.

1.4.5.5. High angular momentum basis sets

Basis sets with multiple polarization functions are now practical for
many systems and although not generally required for Hartree-Fock
calculations, are useful for describing the interactions between electrons in
electron correlation methods. Examples of high angular momentum basis

sets include: 6-31G (2d) —two d-functions are added to heavy atoms;

6-311G (2df, pd) - besides the (311) valence functions, two d functions and
one f function are added to heavy atoms, and p and d functions to
hydrogen; 6-311G (3df, 2df} p) - three d functions and one f function are
added to atoms with Z>11, 2d functions and one f functions to first-row

atoms (Li to Ne) and one p function to hydrogen;

High angular momentum basis sets augmented with diffuse
functions represent the most sophisticated basis sets available. The most
accurate ab initio studies of energetic materials would be produced by
reasonable sophisticated polarized split-valence basis sets augmented with
high angular momentum and diffuse atomic orbitals. However, the size of
the optimum basis set, especially when used with electron correlation
methods will ultimately be determined by the size of the energetic
molecule, the amount computing power available, and the time allotted for

the studies.
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1.5. Computational details
1.5.1. GAUSSIAN
GAUSSIAN is a computational chemistry software program. It is a

general purpose electronic structure package capable of predicting many

properties of atoms, molecules and reactive systems. The Gaussian

package was first written by John pople and the name originates from

Pople’s use of Gaussian orbital to speed calculations over those using

Slater-type orbital.

Capabilities of Gaussian are:

>

A\

Determine most stable (optimum) molecular geometry and
energy.

Define a potential energy surface by stepping through a range of
values for a geometry coordinate, such as bond distance or
torsion angle.

Predict IR, Raman, UV, NMR, and other spectra

Optimize transition states

Solvate molecules using the ‘polarized continuum (PCM)’ or
other models.

Special tools for optimizing transition metal complexes, and
other molecules containing large atoms.

“ONIOM” technique for defining layers within one molecule
where higher and lower accuracy methods can be applied.
Model surfaces using a 2D periodic boundary condition (PBC)
method, or crystals using 3D PBC

1.5.2. Gauss view

Gaussview is a graphical user interface (GUI) designed to be used

with Gaussian to make calculation preparation and output analysis easier,
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quicker and more efficient. With the help of Gaussview, one can prepare
input for submission to Gaussian and to examine graphically the output
that Gaussian produces. Gaussview incorporates an excellent molecule
builder. One can use it to rapidly sketch in molecules and examine them in
three dimensions. Molecules can be built by atom, ring, group, amino acid
and nucleoside. Gaussview can graphically display a variety of Gaussian
calculation results, including the following:

» Optimize transition states

» Molecular orbitals

» Atomic charges

» Surfaces from the electron density, electrostatic potential, NMR

shielding density and other properties. Surfaces may be

displayed in solid, translucent and wire mesh modes.

Y

Surfaces can be coloured by-a'separate property.

» Animation of the normal modes corresponding to vibrational
frequencies.

» Animation of the steps in geometry optimizations, potential

energy surface scans, intrinsic reaction coordinate (IRC) paths

and molecular dynamics trajectories from BOMD and ADMP

calculations.

1.6. Vibrational energy distribution analysis

Vibrational spectroscopy is one of the powerful spectroscopes.
Absorption of infra-red light by organic molecules was studiedalready at
the end of XIX century by Abney and by Festing, while the Raman
scattering was theoretically predicted and experimentally measured in
1920s by Smekal, Raman, Landsberg and Mandelstam. Nowadays, IR and
Raman spectroscopes are developing dynamically and a variety of

techniques such as Vibrational Circular Dichroism, Raman Optical
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Activity, 2D spectroscopes combining the classical spectra with the
chiroptical methods, resonance Raman techniques, and numerous Surface
Enhanced Raman Spectroscopy methods are being extensively exploited.
Most of these experimental measurements require a computational support.
This is because numerous finger-print bands are not easily assignable

based on sole experimental knowledge.

Calculation of theoretical vibrational spectra is now possible by
using a variety of quantum mechanical software enabling use of a variety
of quantum chemical approaches based on variational, perturbational,
density functional, and coupled clusters methods. The most of vibrational
spectra are still calculated within the harmonic approximation generating
some systematical errors. Generally, there are two ways to interpret a
theoretical vibrational spectrum of a molecule: a visualization of the atom
movement, and PotentialEnergy Distribution (PED) analysis [44—49]. The
first is simple yet trivial and deceptive. First of all because of
overestimation of hydrogen atoms movements which are visible but often
engage negligible energy of the mode. This is especially striking for large
molecules in which some normal modes are extended over entire molecule.
The PED analysis is more accurate and enables to quantitatively describe
the contribution of movement of a given group of atoms in a normal mode.
Nevertheless, the PED analysis has a limitation originating from ambiguity
of the solutions discussed latter. Therefore, a correct PED interpretation

requires spectroscopic knowledge and thoroughness of the interpreter.

The PED analysis results in presentation of a normal mode
coordinate as a superposition of local mode coordinates. In consequence,
the interpreter finds contributions of local mode energy in overall energy

of the normal mode. In 1970s, a program for PED analysis was written by
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Balga and next modified by Lapinski [50, 51]. This program requires the
set of local mode coordinates to be defined by user. The coordinates must
be linearly independent. This condition is difficult to be satisfied manually
even for 16-atomic molecules for which 42 coordinates must be defined.
Moreover, quality of the PED analysis is strongly depended on the
introduced set of local coordinates. As the number of normal coordinates
increases with 3N-6, for N equal to ca. 50 atoms, the PED analysis was
hardly possible. Therefore, in the end of 1990s J.Cz. Dobrowolski et al.,
the VEDA program which made possible automatic generation of the set of
linearly independent local coordinates, first applied in analysis of 9-atomic
diformate anion vibrations [52]. Since then, the VEDA program has been
continuously developed and has received over 130 independent citations
from laboratories all over the world. Wide) interest in use of the VEDA
program prompted me to describe its possibilities. Now, there are available
two versions of the VEDA program enabling analysis of molecules
constituted from up to 120 and (in an extended version, up to 240 atoms).
The VEDA program is a 'freeware available from http://www.smmg.pl/

web page.

1.7. HOMO-LUMO

Highest occupied molecular orbital energy (EHOMO) and lowest
unoccupied molecular orbital energy (ELUMO) are very popular quantum
chemical parameters. These orbitals, determine the way molecule interacts
with other species. HOMO is the orbital that could act as an electron
donor, since it is the outermost (highest energy) orbital containing
electrons. LUMO is the orbital that could act as the electron acceptor; since
it is the innermost (lowest energy) orbital that has room to accept electrons.
According to the frontier molecular orbital theory, formation of a transition

state is due to interaction between frontier orbitals of reactants [53]. The
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energy of HOMO is directly related to ionization potential and LUMO is
directly related to electron affinity and HOMO-LUMO gap is the
important stability index [54].

1.8. Molecular Electrostatic Potential

Molecular electrostatic potential (MEP) at a point in space around a
molecule gives information about the net electrostatic effect produced at
that point by total charge distribution (electron + proton) of the molecule
and correlates with dipole moments, electro-negativity, partial charges and
chemical reactivity of the molecules. It provides a visual method to
understand the relative polarity of the molecule [55, 56]. An electron
density isosurface mapped with electrostatic potential surface depicts the
size, shape, charge density and site of chemical reactivity of the molecules.
MEP has been found to be a very useful tool in the investigation of
correlation between molecular structures with its physiochemical property

relationship including biomolecules and drugs [57, 58].

1.9. Molecular Docking Analysis

Protein-ligand interactions play a critical role in the distribution,
metabolism and transport of small molecules in biological systems and
processes [59]. Molecular docking technique is an attractive scaffold to
understand the ligand-protein interactions which can substantiate the
experimental results. AutoDock4 (version 4.2) with the Lamarckian
genetic algorithm was used to perform docking studies [60]. Lamarckian
genetic algorithm(LGA) for ligand conformational searching, which is a
hybrid of a genetic algorithm and a local search algorithm. AutoDock was
run several times to get various docked conformations, and used to analyze
the predicted docking energy. The binding sites for these molecules were

selected based on the ligand-binding pocket of the templates [61].
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1.10. Importance of Semicarbazide derivative materials

Semicarbazide is the one of the urea derivatives. Clinical use of
semicarbazide gives the evidence that an inflammatory reaction can be
reduced by blocking the enzymatic activity of the enzyme semicarbazide-
sensitive amine oxidase (SSAO). SSAO activity was found significantly
increased in blood and tissues in some pathological conditions. The
enzyme activity has been reported to be elevated in diabetes and cancer.
The mean specific activity of SSAO was significantly elevated in the group
of patients having prostate cancer with skeletal metastases. Semicarbazide
can reduce inflammatory response and can protect against the progressive
vascular complications caused by oxidative stress. It also can reduce pain.
The SSAO inhibitor also appears able to protect endothelial cells against
toxic effects of free radicals. Semicarbazide itself is a standard enzyme
inhibitor and new SSAO inhibitors are”in development. SSAO inhibitors
significantly blocked the catalytic-activity of VAP-1 in tumor, attenuated

tumor progression, and reduced neo-angiogenesis.

Semicarbazones derivatives have been investigated due to interest in
their coordination behavior, analytical applications [62] and biological
properties such as antimalarial [63], antibacterial [64], antifungal [65] and
antitumor activity [66]. Because of their ease of preparation and rich and
varies complexing abilities, Semicarbazones represent a very interesting
group of ligands to several main group metals of d and f-block elements
[67-69]. The semicarbazones of aromatic and unsaturated carbonyl
compounds have anticonvulsant properties and their advantage over the
analogous thiosemicarbazones is their lower neurotoxicity [70]. Vanadium
(V) complexes with salisilaldehyde semicarbazones derivatives show in
vitro anti-tumor activity toward kidney tumor cells [71]. Leovac et al. [72],

reported the physicochemical and structural characteristics of Ni(Il)

61



complexes with pyridoxal semicarbazones. Dimmock and Baker [73]
reported the anticonvulsant activities of 4-bromo benzaldehyde
semicarbazone. The photochromic study of (E)-4-phenyl-(pyridine-2-
ylmethylene)semicarbazide was carried out in both solution and solid state
by Lin et al. [74]. In these thesis structural studies have been carried out
for the following important samicarbazide derivatives

1. (E)-1-(3-bromobenzylidene)semicarbazide

2. (E)-1-(4-bromobenzylidene)semicarbazide

3. (E)-1-(5-chloro-2-hydroxybenzylidene)semicarbazide

4. (E)-1-(5-bromo-2-hydroxybenzylidene)semicarbazide

5. (E)-1-(2-hydroxy-5-nitrobenzylidene)semicarbazide
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CHAPTER - 11

Synthesis, Spectroscopic (FT-IR, FT-Raman, NMR, UV-Visible),
Fukui Function, Antimicrobial and Molecular Docking Study of
(E)-1-(3-Bromobenzylidene) Semicarbazide by Dft Method

2.1. Introduction

Semicarbazones and its derivatives have been a large number of
applications in the field of synthetic chemistry widely used such as starting
materials in a vast amount of medicinal chemistry, organometallics,
polymers [1-3] and herbicides and many other industrial processes.
Particularly, Semicarbazones and its derivatives of (E)-1-(3-
bromobenzylidene)semicarbazide (3BSC) have exhibit interesting
biological activities, such as antifungal, antibacterial, antimalarial, anti-
cancer, anticonvulsant, antiproliferative, anti-inflammatory, antitumor and

antiviral activity [4-6].

V.M. Kolb et al. [7] teported Abnormally High IR Frequencies for
the Carbonyl Group <of Semicarbazones of the Benzaldehyde and
Acetophenone Series. J.R. Dimmock et al. [8] reported some aryl
semicarbazones possessing anticonvulsant activities. A. Dhandapani et al.
[9] reported synthesis, structural, spectroscopic studies, NLO, NBO and
HOMO-LUMO of (E)-1-(3-methyl-2,6-diphenyl piperidin-4-ylidene)
semicarbazide with experimental and theoretical approaches. S.
Subashchandrabose et al. [10] reported Vibrational studies on (E)-1-
((pyridine-2-yl) methylene) semicarbazide using experimental and

theoretical method.

Structural and bonding features reveal that this 3BSC molecule has

several reactive groups which participate in both intra and intermolecular
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hydrogen bonding instigating interactions with biological targets.
Literature survey reveals that so far there is no experimental and
theoretical study of the title compound. In the previous literature motivate
us to make this computed and observed vibrational spectroscopic
investigate based on the molecule to give a detailed assignment of the
fundamental bands in FT-IR and FT-Raman spectra on the basis of

calculated PED.

In this present study, we report the synthesis and detailed
spectroscopic investigation of (E)-1-(3-bromobenzylidene) semicarbazide
(3BSC) using B3LYP/6-311++G(d,p) level of the theory. The FT-IR and
FT-Raman spectral analysis of 3BSC are performed using density
functional theory. The redistribution of electron density(ED) in various
bonding, antibonding orbitals and E(2) energies are calculated by the
natural bond orbital(NBO) investigation to give limpid proof of
stabilization originating from the hyperconjugation of diverse intra-
molecular interactions. The local reactivity descriptors like the local
softness and electrophilicity indices are obtained with the help of Fukui
function calculation. Several properties like molecular geometry,
Nonlinear Optical (NLO) property, Highest Occupied Molecular Orbital
(HOMO) and Lowest Unoccupied Molecular Orbital (LUMO) energies,
Nuclear Magnetic Resonance (NMR), UV-Visible, Molecular
Electrostatic Potential (MEP) analysis of the 3BSC are carry out to clear
the information about charge transfer within the molecule. Antimicrobial

activity together with Molecular docking of 3BSC was also analyzed.

2.2. Synthesis
For the preparation of (E)-1-(3-bromobenzylidene)semicarbazide

compound, the aqueous solution of semicarbazide hydrochloride (1.1 g,
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0.01 mol), taken in a round bottom flask, 3- bromobenzaldehyde (1.8 mL,
0.01 mol) in 1:1 molar ratio. The reaction mixture was kept over a
magnetic stirrer and stirred well at a room temperature for 1 h. The
colourless solid was formed, filtered and washed with petroleum ether (40-
60%). The crude solid obtained was dried and recrystallized using absolute
alcohol. The recrystallized product was dried in a vacuum desiccator over
fused Calcium Chloride. The purity of the ligand was checked by thin layer
chromatography (TLC). The scheme of the synthesis is shown in Fig. 2.1.

PPNV
4
c Ay b
AW M —3 )LNHQ

Homovenzadehyde  Semicarbezdehycrociodde (E)-1-(3-bromobenzy|idene)semicarbazide
Fig. 2.1. The scheme of the synthesis of 3BSC

2.3. Experimental details

The FT-IR spectrum of the synthesis compound 3BSC was recorded
in the region 4000-450 cm™ in evacuation mode using a KBr pellet
technique with 1.0 cm” resolution on a PERKIN ELMER FT-IR
spectrophotometer. The FT-Raman spectrum of the title molecule was
recorded in the region 4000-100 cm™ in a pure mode using Nd: YAG Laser
of 100 mW with 2 cm™ resolution on a BRUCKER RFS 27 at SAIF, IIT,
Chennai, India. Carbon('*C) NMR and Proton (‘H) NMR spectra were
recorded in DMSO-dg using TMS as an internal standard on a Bruker high-
resolution NMR spectrometer at 400 MHz at CAS in Crystallography &
Biophysics, University of Madras, Chennai, India. The ultraviolet
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absorption spectrum of the sample is examined in the range 200-600 nm

using UV-1700 series recording spectrometer.

2.4. Computational methods

Quantum chemical density functional computations were carried out
at the Becke3-Lee-Yang-parr (B3LYP) level with 6-311++G(d,p) basis set
using Gaussian 09W program package [11] to get a clear knowledge of
optimized parameters. The optimized molecular structure (Fig. 2) is used
for the computation of vibrational frequencies, Raman activities and IR
intensities with the Gaussian 09W software system and GaussView 5.0
[12] molecular visualization program at the same level of theory and basis
set. The theoretical vibrational assignments of the 3BSC molecule using
percentage potential energy distribution (PED) have been done with the
VEDA program [13]. In order to understand the electronic properties, the
theoretical UV-Vis spectra have -been investigated by TD-DFT method
with 6-311++G(d,p) basis set for the gas phase. The proton and carbon
NMR chemical shift were calculated with gauge-including atomic orbital
(GIAO) approach [14] by applying B3LYP/6-311++G(d,p) method of the
title molecule and compared with the experimental NMR spectra.
Molecular docking (ligand-protein) simulations have been performed by
using autoDock 4.2.6 free software package. The calculated Raman
activities (S;) with Gaussian 09W program have been converted to relative
Raman Intensities (I;) using the following relationship obtained from the
basic theory of Raman scattering [15],

I' _ f(VO_vi)4si
1™ vi[1—exp(—hcv;)]/kT

Q.1
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Where is the laser exciting frequency in cm™, is the vibrational
frequency of the ith normal mode, %4, ¢ and k are universal constants and f

is a suitably chosen common scaling factor for all peak intensities.

2.5. Results and discussion
2.5.1. Molecular geometry

The bond parameters (bond length and bond angles) of the

3BSC molecules are listed in Table 1 using DFT/B3LYP method
with 6-311++G(d,p) basis set. The optimized molecular structure of title
compound is obtained from Gaussian 09W and GaussView 5.0 programs
are shown in Fig.2. To the best of our knowledge, exact experimental data
on the geometrical parameters of 3BSC are not available in the literature.
Therefore, the crystal data of a closely related molecule such as (E)-2-(4-
Methylbenzylidene) hydrazinecarboxamide [16] is compared with that of
the title compound. From the calculated values, it is found that most of the
optimized molecular bond lengths are slightly higher than the experimental
values due to the fact that the theoretical calculations were carried out
isolated molecule in the gas phase and the experimental XRD results were

carried out in the solid state.

The homonuclear bond lengths (C6-C7, C7-C12, C7-C8, C10-Cl11,
C9-C10, C11-C12 and N1-N2) are higher and heteronuclear bond lengths
(C6-H17, C8-H18, C11-H20, C10-H19, C12-H21 and N6-H14) are lower.
The important reason for the like charges (electron-electron, nucleus-
nucleus) is repulsive and the forces of unlike charges (electrons and

nucleus) are attractive.
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Table 2.1

Geometrical parameters optimized in (E)-1-(3-bromobenzylidene)

Parameters | Experi B3LYP/ Parameters Experi B3LYP/
mental® | 6-311++G(d,p) mental® | 6-311++G(d,p)
Bond length(A) Bond angle(®)
NI1-N2 1.376 1.349 N1-C3-N5 117.37 114.8
N1-C3 1.363 1.397 N2-C6-C7 122.12 122.4
NI1-H14 0.97 1.016 N2-C6-H17 118.9 120.8
N2-C6 1.275 1.282 04-C3-N5 123.5 125.3
C3-04 - 1.219 C3-NS-H15 - 121.0
C3-N5 - 1.359 C3-NS-H16 - 117.7
N5-HI15 - 1.006 H15-N5-H16 - 121.3
N5-H16 - 1.005 C7-C6-H17 118.9 116.7
C6-C7 1.461 1.464 C6-C7-C8 118.08 118.4
C6-H17 0.960 1.095 C6-C7-Cl12 122.3 122.6
C7-C8 1.388 1.403 C8-C7-H12 119.5 119.1
C7-C12 1.388 1.404 C7-C8-C9 119.61 119.8
C8-C9 1.386 1.390 C7-C8-H18 119.5 120.2
C8-H18 0.960 1.083 C7-C12-Cl11 120.9 120.2
C9-C10 1.388 1.390 C7-C12-H21 119.5 119.3
C9-Br13 - 1.918 C9-C8-H18 119.5 120.0
C10-C11 1.388 1.397 C8-C9-H10 119.9 121.4
C10-H19 0.960 1.082 C8-C9-Br13 - 119.1
C11-C12 1.386 1.387 C10-C9-Br13 - 119.4
C11-H20 0.960 1.084 C9-C10-C11 118.8 118.6
C12-H21 0.960 1.082 C9-C10-H19 119.5 120.6
Bond angle(®) C11-C10-H19 199.9 120.8
N2-NI-C3 | 119.98 122.7 C10-C11-C12 120.9 120.9
N2-N1-H14 - 121.9 C10-C11-H20 119.5 119.2
NI-N2-C6 | 115.78 118.5 C12-C11-H20 119.9 119.9
C3-N1-H14 - 1154 Cl1-C12-H21 119.9 120.5
N1-C3-04 | 119.12 119.9
* Taken from Ref [16)].
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Fig. 2.2. Optimized geometric structure with atoms numbering of 3BSC

2.5.2. Vibrational analysis

The maximum number of _potentially active observable
fundamentals of the non-linear molecule, which contains N atoms, is equal
to (3N-6) apart from the translational and three rotational degrees of
freedom. The 3BSC molecule consists of 21 atoms, which has 57 normal
modes of vibration. The comparative theoretical and experimental FT-IR
and FT-Raman spectra are shown in Fig. 2.3 and 2.4. The calculated
vibrational frequencies (Unscaled and Scaled), IR intensity, Raman

activity are tabulated in Table 2.2.

2.5.2.1. C-H vibrations

In the aromatic compounds, the C-H stretching wavenumbers appear
in the range 3000-3100 cm™ which are the characteristic region for the
ready identification of C-H stretching vibrations [17]. The C-H stretching
and bending regions are of the most difficult regions to interpret in infrared
spectra. The nature and position of the substituent cannot affect these

vibrations. Most of the aromatic compounds have almost four infrared
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peaks in the region 3080-3010 cm™ due to ring C-H stretching bands [18].
In this present study, the C-H stretching vibrations are observed at 3082,
3078, 3062, 3052 and 2926 cm'[mode nos 54-50] by B3LYP/6-
311++G(d,P) method show excellent agreements with experimental
vibrations. The bands observed in the recorded FT-IR spectrum 3063(m),
3015(m), 2926(m) cm’ and with the FT-Raman spectrum bands at
3063(s), 3013(w), 2941(w) cm™”. The PED corresponding to this pure
mode of title molecule contributed 99, 100, 99, 87 and 100% is shown in
Table 2.2.

[ S

B3LYP/6-311++G(d,p)

Experimental

Transmittance(%)

A} l L) T A} Al A} I
4000 3500

T | T T |
2500 2000 1500 1000 500

Wavenumber (cm’l)

|
3000

Fig. 2.3. FT- IR spectra of 3BSC (Experimental, B3LYP/6-311++G(d,p))
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Table 2.2

Observed and calculated vibrational frequency of 3BSC at B3LYP method
with 6-311++G(d,P) basis set.

Experimental Theoretical
wave number (cm” | wave number(cm” | Assignments (PED)*
1 1
) )
FTIR |FT- Unscaled | Scaled
Raman

- 3616(vw) | 3749 | 3603 |y, NHy(60)
3463(s) | 3470(vw) | 3611 3470 |y, NH,(100)
3347(w) | 3395(vw) | 3522 | 3385 |y NH(100)
- 3110(vw) | 3207 | 3082 |y CH(99)
- - 3203 | 3078 |y CH(100)
3063(m) | 3063(s) | 3187 | 3062 |y CH(99)
3015(m) | 3013(w) | 3175 | 3052 |y'CH(87)
2926(m) | 2941(w) | 3045 | 2926 |y CH(100)
1703(vs) | 1724(w) | 1782 1713 |y OC(69)+y NC(30)
1598(vs) | 1609(vs) | 1664 1600 |y NC(67)
1587(vs) | 1560(m) | 1628 1565 |y CC(32)
1561(s) - 1595 1533 |y CC@42)
1519(s) | 1524(m) | 1591 1529 | B HNH(75)
1473(s) | 1475(s) | 1515 1456 |y CC(10)+p HNN(18)+B

HCC(19)
1440(s) | 1417(w) | 1496 1438 | B HCC(32)+B HNN(32)
1414(s) - 1437 1381 |y CC(29)+p HCC(27)
1404(s) | 1354(w) | 1398 1344 | B HNN(17)+y NC(36)+
OCN(15)+B HNH(12)

1348(s) | 1301(w) | 1368 1314 | B HCN(54)
1286(m) | 1286(s) | 1338 1286 |y CC(27)+p HCC(54)

- ; 1313 1261 | B HCC(16)+y CC(33)
1228(s) ; 1243 1195 | B HCC(19)+B HCN(11)+y
CC(26)

- 1144(s) | 1190 1144 | B HCC(54)+y CC(11)
1126(s) | 1106(vw) | 1174 1128 |y NN(55)
1068(m) | 1070(vw) | 1117 1073 |y CC(12)+p HCC(36)

- 1039(vw) | 1087 1044 |y CC(22)

1007(w) | 1012(w) | 1084 1042 | B HNC(54)
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995(w) 994(s) 1010 970 | B CCC(69)+y CC(10)

- 962(vw) 994 955 |y NC(61)+p NNC(11)
933(s) | 947(vw) 992 953 | THCCC(61)+t CCCC(22)
902(w) | 900(w) 950 913 | T HCNN(75)

873(m) | 880(w) 918 882 | THCCC(87)
- - 884 850 | tHCCC(70)+t
CCCC(10)+t HCNN(11)
830(vw) - 881 846 |y CC(14)+p CCC(30)
758(m) | 783(w) 796 765 | TtHCCC(81)
737(m) | 711(w) 753 724 | Out ONNC(87)
680(s) - 716 688 | p CCC(24)+y BrC(45)+p
NCC(17)
653(m) | 653(w) 694 667 | 1 CCCC(64)+t HCCC(13)
640(m) | 628(w) 662 636 |y CC(13)+p CCC(44)+p
NCC(11)+B NCC(11)
607(w) - 613 589 |y NC(42)+B NCN(14)+p
CNN(21)+p HNC(10)
559(m) | 552(w) 575 552 | T HNCN(73)+t
HNNC(12)+
- - 563 541 Out BrCC(22)+out
CCCC(@31)
494(vw) | 522(vw) 536 515 | B OCN(61)+p OCN(10)
468(vw) | 489(vw) 471 453 | 1 HNNC(78)+t HNCN(10)

- 438(vw) 450 433 | B NCN(53)+p CCC(24)

- - 441 424 |t CCCC3B4)+t

HCCC(24)+out BrCC(19)
- 335(w) 336 323 | B NNC(11)+y BrC(34)+p
CCC(12)

- 299(m) 316 304 |1 CCCC(10)+t
NCNN(11)+t
NNCC(41)+t CCCC(27)

- - 291 280 |y BrC(20)+p BrCC(43)

- 267(w) 263 253 |t CCCC(17)+t
NCCC(20)+t CNNC(23)+t
NCNN(17)+out CCCC(10)

- 230(vw) 243 234 | B NCC(23)+p CCC(12)+p
NCN(11)+ CNN(10)+y
CC(11)+

- 177(m) 172 165 | out BrCC+t CCCC(45)

79




- 158(m) 147 141 B CNN(20)+p CCC(11)+p
BrCC(32)

- 104(s) 111 106 | out CCCC(16)+t
CNNC@37)+t
NNCC(12)+t CCCC(16)

- - 62 60 T NCNN(39)+t
NNCC(25)+out
CCCC(12)+

- - 61 59 B NCC(28)+3 CNN(10)+p
NNC(22)+ CCC(25)

- - 23 22 T CNNC(30)+t NCCC(62)

- - 16 15 T HCCC(43)+1
HNCN(31)+t NCNN(16)

*y-stretching,y,-Symmetrical stretching,y.s-asymmetrical stretching, -
inplane bending ,m- outplane bending, t-torsion, vs-very strong, s- strong,
m-medium, w-weak, vw-very weak.

®scaling factor : 0.961 for B3LYP/6-311+G(d,p)

“Relative absorption intensities normalized with highest peak absorption
equal to 100.

dRelative Raman intensities normalized to 100.
2.5.2.2. NH,vibrations

The NH, group has two (N-H) stretching vibrations, first one
asymmetric and another one symmetric. The asymmetric stretching for the
NH,, CH, and CHj; has a magnitude higher than the symmetric stretching
[19]. The aromatic structure shows the presence of C-H and N-H stretching
vibrations above 3000 cm” which is the characteristic region for ready
identification of this structure [20, 21]. The title compound has only one
NH, group and hence one symmetric and one asymmetric N-H stretching
vibrations in NH, group are expected. The symmetric NH, stretching
vibrations appear from 3420 to 3500 cm” [22]. The theoretical
wavenumbers computed using the B3LYP/6-311++G(d,p) method
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identified at 3603 and 3470 cm™ [mode no 57, 56] are assigned to NH,
asymmetric and symmetric stretching vibrations contributing 60 and 100%
to the PED. In this work, the FT-Raman band at 3616(vw) cm’' has been
assigned to NH, asymmetric stretching vibrations. The NH, symmetric
stretching vibrations observed in the FT-IR and FT-Raman have strong and
very weak intensity bands. The experimental FT-IR and FT-Raman
symmetric stretching bands found at 3463(s) cm™ and 3470(vw) cm™.

B3LYP/6-311++G(d,p)
@
N
*E A A
]
]
w8
£ .
® Experimental
s2
' | T | m | T
4000 3000 2000 1000

Wavenumber (em )

Fig. 2.4. FT-Raman spectra of 3BSC
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2.5.2.3. C-C ring vibrations

The C-C stretching vibrations are expected in the range from 1650
to 1100 cm™ which are not significantly influenced by the nature of the
substituents [23]. The C-C stretching vibrations of the 3BSC compound
were observed from1590 to 625 cm™. In this present study , the C-C
stretching vibrations are found at 1587(vs), 1561(s), 1473(s), 1414(s),
1286(m), 1228(s), 1068(m), 995(w), 830(vw), 640(m) cm™ in FT-IR and
1560(m), 1475(s), 1286(s), 1144(s), 1070(vw), 1039(vw), 994(s), 628(w)
cm’ in FT-Raman respectively. The theoretical wavenumbers at 1565,
1533, 1546, 1381, 1286, 1195, 1144, 1073, 1044, 970, 846 and 636 cm’'
(mode no 47, 46, 44, 42, 39, 37, 36, 34, 33, 31, 25, 20) are assigned as C-C

stretching vibrations.

2.5.2.4. C-Br Vibrations

The most aromatic bromo compounds C-Br stretching vibrations
occur in the region 650-395 cm’™ [24]. The vibration belonging to the bond
between the ring and the Bromine atom is salient as a combination of
vibrations is possible owing to the presence of heavy atom [25]. The C-Br
stretching vibrations for title molecule is assigned at 688, 323 cm™ (mode
no 22, 12)in B3LYP/6-311++G(d,p) and 680(s) cm™ in FT-IR and 335(w)
cm’ in FT-Raman with a PED of 45 and 34%.

2.5.2.5. C-N vibrations

The C-N stretching frequency is a very tough task since it falls in a
composite region of the vibrational spectrum, i.e., mixing of several bands
are possible in this region [20] assigned C-N stretching absorption in the
region 1386-1266 cm™ for the aromatic compound. The bands observed at
1703(vs), 1598(vs), 1404(s), 607(w) cm™ in FT-IR and 1724(w), 1609(vs),
1354(w), 962(vw) cm™ in FT-Raman are assigned as N-C stretching
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vibrations. The theoretically scaled wavenumbers calculated at 1713, 1600,
1344, 955 and 589 cm™ (mode no 49, 48, 41, 30, 19) are assigned as C-N
stretching vibrations with PED contribution of 30, 67, 36, 61 and 42%

respectively.

2.6. NMR spectral analysis

The experimental and theoretical values for carbon (*C) and proton
(‘H) NMR of the title compound are given in Table 2.3. The experimental
C and 'H NMR spectra were recorded in a DMSO-d; solvent are shown
in Figs. 2.5, 2.6 and the theoretical NMR spectra were calculated in the gas
phase are shown in Figs. 2.7, 2.8. The theoretical *C and 'H chemical
shifts are calculated for the optimized geometry to obtain from B3LYP/6-
311++G(d,p) using GIAO method [26]. The result in Table 2.3 shows that
the range carbon (C) NMR chemical shifts of the typical organic
molecule usually > 100 [27-29]. In"most cases, highly shielded electrons
appear at downfield and vice versa. The calculated chemical shift values
by the DFT theoretical method values well coincides with the experimental
values. In this work, aromatic carbons are observed from 122.32 to 137.38
ppm in carbon (’C) NMR spectrum for the 3BSC molecule. The nitrogen
(N) atom’s high electronegative property polarizes the electron distribution
in its bond to the adjacent carbon atom and decreases the electron density
at the bridge for the title molecule. Therefore, the chemical shift value
seems to be moderately high for the title molecule under study at 131.57
and 156.74 ppm (Cg, C3).
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Table 2.3

Theoretical and experimental 13C and 1H isotropic chemical shifts [with
respect to TMS, all values in ppm] for 3BSC molecule

Atom Experimental Calculated chemical
shifts (ppm)
C3 156.74 154.56
C6 131.57 131.73
C7 122.32 122.18
C8 128.42 126.99
C9 137.38 134.43
C10 130.72 127.76
Cl1 126.11 125.71
Cl12 122.32 119.02
H14 6.59 6.84
HI15 3.37 4.97
H16 25 4.33
H17 7.32 6.86
HI8 7.31 6.85
H19 7.5 7.06
H20 7.34 6.89
H21 8.05 8.11

The computed and recorded 'H chemical shift values also complement
with experimental finding at 3.37, 2.5ppm with computed chemical shifts
at 4.9702, 4.3396 ppm for H;s and He. It is evident from Table 2.3 the
theoretical chemical shift evaluation slightly deviated from the
experimental assessment are due to the theoretical calculations were

carried out in the isolated gas phase.
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2.7. Electronic properties

The observed and computed UV-Visible spectrum of 3BSC
molecule is shown in Fig. 2.9. Absorption maximum (A,,) of our title
molecule is calculated by TD-DFT/B3LYP method with 6-311++G(d,p)
basis set. The calculation of molecular orbital geometry shows that the
visible absorption maxima of the 3BSC resemble the electronic transition
from HOMO to LUMO. The experimental UV-Vis spectra of 3BSC
molecule were used to DMSO solvent and theoretical calculations were
carried out in the DMSO and gas phase. The Ay, is a function of
substitution, the more electrons pushed into the ring, the larger A, [30].
The electronic transition amid frontier orbitals such as transformation from
HOMO to LUMO as can be seen through the UV-Vis spectra absorption
values 294 (Experimental), 295 (DMSO) and 290 nm (Theoretical) are
listed in Table 2.4. The calculated results involving the wavelength, and
oscillating strength and band gap energy are carried out compared with
experimental data. The band gap energy was calculated using the formula,
E = he/A. Here h and ¢ are constant; A is the cut off wavelength. HOMO
and LUMO is related to the ionization potential and electron affinity. The
energy difference between HOMO and LUMO orbits is called as band gap
that is important stability for structure [31]. The electronic absorption
corresponds that is mainly described by one electron excitation from
HOMO to LUMO for these values increase molecular becomes more
stable and decreases the intermolecular charge transfer which makes the
compound be NLO active. The HOMO and LUMO energies, the energy
gap (AE), the ionization potential (I), the electron affinity (A), the absolute
electronegativity (), the absolute hardness () and softness (S) for the
3BSC molecule have been calculated at B3LYP/6-311++G(d,P) basis set
(Fig 2.10) and the result are given in the Table 2.5.

87



Absorbance

Experimental (DMSO)

/\ Theoretical (GAS phase)
Theoretical (DMSO)

T T B T *
300 400 500 600
Wavelength (nm)
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Fig. 2.10. Atomic orbital HOMO — LUMO composition of the frontier
molecular orbital for 3BSC
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Table 2.5

Calculated energy values of title compound by B3LYP/6-311++G(d,p).

Basis set B3LYP/6-311++G(d,p)
Etomo(€V) -6.5574
ELumo(eV) -2.1137
Ionization potential 6.5574
Electron affinity 2.1137
Energy gap(eV) 4.4437
Electronegativity 4.3355
Chemical potential -4.3355
Chemical hardness 2.2218
Chemical softness 0.2250
Electrophilicity index 4.2300

Table 2.4 The UV—vis band gap energy E (¢V) and oscillator strength (f) for
3BSC calculated by TD-DFT/B3LYP method

Experimental TD-DFT/B3LYP-311++G(d,p)
Amax | Band DMSO Gas phase
(nm) | 2P | 2, | Band | Energy f dear | Band | Energy | f
O am | BP ) em?) (om) | B (em?)
295 | 4.214 | 33898 0.663 290 | 4.286 | 34373 |0.512
294 | 4.228 | 267 | 4.655 37428 0.042 270 | 4.604 36945 | 0.049
238 | 5.223 | 41967 | 0.0001 | 260 | 4.781 38412 0

By using HOMO and LUMO energy values for a molecule,

electronegativity and chemical hardness can be calculated as follow:

1= % (Electronegativity)

2.2)

)
2

2.3)

(Chemical potential)
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N = — (Chemical hardness)
(2.4)

s=1/2n (chemical softness), o=p*/2n (Electrophilicity index)

Where I and A are ionization potential and electron affinity; I = — Eyomo
and A = — E_ymo respectively [32]. Energy gap of title molecule is
calculated experimentally by UV-Visible spectrum is 4.2283 eV, Energy
gap is calculated theoretically by TD-DFT (DMSO and gas) method is
4.2141, 4.2866 ¢V and from HOMO-LUMO diagram is 4.4437 ¢V. All are
very well executed which are listed in Table 2.4 and 2.5.

2.8. Other molecular properties

2.8.1. Local reactivity descriptors
Local quantities such as Fukui function and local softness describe
the reactivity/ selectivity of the specific site in a molecule. The Fukui

function is defined as

J®=( P/aN) AP =(555)N

Kolandaival et al.[33] introduced the atomic descriptor to determine the
local reactive sites of the molecular system. The individual atomic charges
calculated by Mulliken population analysis (MPA) have been used to
calculated the Fukui function. Fukui function (f*(%), f(%), f'(%))
(s}, s7,s2) [34] for all atomic sites in 3BSC have been listed in Table 2.6.
Weitao Yang and Wilfried J. Mortier [35] have given a simple procedure
to calculate the atomic condensed Fukui function indices based on MPA
and on three possible forward, backward, and central finite difference
approximations to the derivatives [36]. Fukui functions are calculated

using the following equation,
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"% =q,(N+1)—q,(N) fornucleophilic attack
2.5)

@ =q.(N)—q.(N—1) for electrophilic attack
(2.6)

fO(F)= (q:(N+1) —q.(N—1))/2 for radical attack
2.7)

In these equations, q, is the atomic charge (evaluated from Mulliken
population analysis, electrostatic derived charge, etc.) at the r'™ atomic site
is the neutral (N), anionic (N+1), cationic (N-1) chemical species.

Table 2.6 Condensed fukui function f, and new!descriptor (sf), for 3BSC.

Atoms i’ fe e s fr Se fr s i
N1 0.0270 -0.0989 | -0.0360 0.0061 -0.0223 | -0.0081
N2 -0.1322 | -0.0489 | --0.0905 | -0.0297 | -0.0110 | -0.0204
C3 -0.0022 0.0154 0.0066 -0.0005 0.0035 0.0015
04 -0.0852 | -0:1310 | -0.1081 | -0.0192 | -0.0295 | -0.0243
N5 -0.0197 | -0.0265 | -0.0231 | -0.0044 | -0.0060 | -0.0052
C6 -0.0518 | -0.0107 | -0.0313 | -0.0117 | -0.0024 | -0.0070
C7 0.0126 -0.0528 | -0.0201 0.0028 -0.0119 | -0.0045
C8 0.0217 0.0158 0.0188 0.0049 0.0035 0.0042
C9 -0.0790 | -0.1060 | -0.0925 | -0.0178 | -0.0239 | -0.0208
C10 -0.0913 | -0.0276 | -0.0595 | -0.0206 | -0.0062 | -0.0134
Cl1 -0.0127 | -0.0061 | -0.0094 | -0.0029 | -0.0014 | -0.0021
Cl12 -0.0752 0.0010 -0.0371 -0.0169 0.0002 -0.0083

The local softness is related to Fukui function as follows:
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s®)=(-L2) vi)= (£2) o) (F2) ()= 1 ®S
(2.8)

where S is the global softness given as
s=(—) = [s@®dr
(2.9)

The local softness can be represented as
for nucleophilic attack (2.10)
for electrophilic attack 2.11)
for radical attack
(2.12)
Where +, -, 0 signs show nucleophilic, electrophilic and radical attack

respectively.

Fukui functions and local softness for selected atomic sites in 3BSC
have been listed in Table 2:6. It has been found that MPA schemes predict
O, has lower f,~ value indicates the possible site for electrophilic attack.
From Table 2.6 shows, MPA schemes predict the reactivity order for the
electrophilic case as O, > Co > N; > C;> N, > C;y> N5 > Cs> C; > Cy;.
The calculated f;* values predicts that the possible sites for nucleophilic
attack is N;, Cg and C; site and the radical attack was predicted at Cy and
C; site. The title compound more electrophilic attack than nucleophilic
attack and radical attack. These results show 3BSC compound act as more

biological activity.

2.8.2. Molecular electrostatic potentials (MEP)
Molecular electrostatic potential (MEP) simultaneously displays

molecular shape, size, and electrostatic potential in terms of colour
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grading. MEPs map and contour plot has been found to be a very helpful
tool in the analysis of the correlation amid molecular structures with its
physiochemical property relationship, including biomolecules and drugs
[37]. It generally provides information regarding the chemical reactivity of
a molecule. The electrostatic potential generated in space around a
molecule by the charge distribution is useful to comprehend electrophilic

or nucleophilic properties [38].

MEPs map and contour plot of the (E)-1-(3-
bromobenzylidene)semicarbazide (3BSC) generated at the optimized
geometry of the title molecule using GaussView 5.0 program is shown in
Fig 2.11 and 2.12. The various values of the electrostatic potential are
represented by various colours; red represented the regions of the most
negative electrostatic potential, blue represents the regions of the most
positive electrostatic potential and green presents the region of zero
potential. The potential increases in the order red < orange < yellow <
green < cyan < blue. It can be seen that the negative regions are mainly
over the O, atoms. Negative (red colour) and positive (blue) regions of
electrostatic potential are associated with electrophilic and nucleophilic
reactivity. The majority of light green region MEP surface resemble a
potential halfway between two extremes red and dark blue colour. The
negative molecular electrostatic potential resembles to an attraction of the
proton by the evaluate electron density in the molecule (shades of red), the
positive electrostatic potential corresponds to the repulsion of the protons
by the atomic nuclei (shades of blue). According to these calculated
results, the MEP map illustrates that the negative potential sites are on

oxygen and nitrogen atoms and the positive potential sites as well are
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around the hydrogen atoms. These active sites found to be clear evidence

of biological activity in the title compound.
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Fig. 2.11. Total electron density mapped with molecular electrostatic
potential surface of 3BSC

Fig. 2.12. The contour map of electrostatic potential of the total density of
3BSC.
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2.8.3. NBO analysis

The NBO analyzes grant and more efficient method for studying
intra and inter molecular bonding and interaction among bonds, and also
provides a convenient basis for inspecting charge transfer or conjugative
interactions in the molecular system. Some electron donor orbital, acceptor
orbital and the overlap stabilization energy resulting from the second-order
micro-disturbance theory are reported [39-41]. The higher the E(2) value,
the molecular interaction between electron donors and electron acceptors is
more intensive and the greater the extent of conjugation of the entire
system . Delocalization of electron density amid occupied Lewis-type
(bond or lone pair) NBO orbitals and properly unoccupied (antibond or
Rydgberg) non-Lewis NBO orbitals resemble to a stabilizing donor-
acceptor interaction. NBO analysis has been performed on the title
molecule at the B3LYP/6-311++G(d,p) level in order to elucidate the intra
molecular, rehybridization and delocalization of electron density within the

molecule.

The second order fock matrix was carried out to evaluate the donor-
acceptor interactions in the NBO analysis [42]. NBO studies provide the
most precise possible ‘natural Lewis structure’ picture of ¢ because all
orbital details are mathematically chosen to include the highest possible
percentage of the electron density. For each donor (I) and acceptor (j), the
stabilization energy E(2) associated with the delocalization i, j estimated

as:
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Table 2.7 Second order perturbation theory analysis of Fock matrix in

NBO basis for 3BSC

Donor | Type | Accept | Type | "E2) (kJ | "E(J)-E(i) | ‘F(Lj)
(i) or (i) mol™) (a.u.) (a.u.)

N>-Cs T Cr-Csy | m 13.39 0.39 0.07

Ns-His | o Cy-0s | o 4.11 1.31 0.06

Ns-His | o N-C; | o 434 1.11 0.06

Cs-C5 6 | N-N, | o 4.58 1.13 0.06

No-Cs | o 4.59 1.39 0.07

CCs | o 5.82 1.40 0.08

C;-Cpp | o 6.00 1.40 0.08

Ce-Hi7 C;-Cp | o 5.04 1.20 0.07

C7-Cq No-Co | @ 27.74 0.28 0.08

Co-Cpo | @ 22.52 0.30 0.07

CnCpn | m 20.16 0.32 0.07

C-Ci» o Ce-C; | o 6.58 1.37 0.08

C-Cs |6 7.30 1.38 0.09

Cs-Cio T C-Csol 21.01 0.33 0.07

CuCp | 18.96 0.33 0.07

Ciu-Cp | = CCs | © 23.10 0.31 0.07

Co-Cpo | @ 2425 0.29 0.07

N, LP(1)| Ny-Cs | @ 30.96 0.29 0.08

Cy-0y | m 52.45 0.30 0.11

N, LP(1)| CeHyy | o 10.23 0.76 0.07

0, LPQ)| Ni-C; | o 2435 0.68 0.11

Cy-Ns | o 23.55 0.69 0.11

N;s LP(1)| C+-O, | w 54.86 0.28 0.11

Bri; LP(3)| Co-Cip | = 10.36 0.32 0.05

N,-Cs T | C-Cs | W 75.26 0.04 0.08

Co-Cip | m | CCs | @ | 249.40 0.02 0.09

Cy-Cpp | n | 19485 0.02 0.09
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F(i,j)*
Ei-E;

Where q; is the donor orbital occupancy, E; and Ej are diagonal elements

and F(i,)) is the off diagonal NBO Fock matrix elements.

The strong intramolecular hyper conjugative interaction of the ¢ and
1 electrons of C-C to the anti C - C bond of the ring leads to stabilization
of some part of the ring as evident from Table 2.7. The strong
intramolecular hyperconjugative interaction of ¢ (C; — Cg) distributes to
o’ (Cs — C7,C7 — Cyp,Cg — Cgand Cy — B3, of the ring. On the other hand,
side the m(C; — Cy) in the ring conjugate to the anti-bonding orbital of
*(Ny — Cg), n%(Cy — Cyp) and 7*(C; — C)o) which leads to strong
delocalization of 22.74, 22.52 and 20.16 kJ/mol respectively. The ¢ system
shows some contribution to the .delocalization corresponds to the
donor - acceptor interactions are (N; — Np) = (Cs — C;), (N; — C3) =
(N2 = Ce), (N1 = Hig) = (G5 = Cs), (N2 = Co) = (Cs — C9), (C7 = Cpp) =
(Cs—Cy), (C1p— Cy1) = (Cy — Cyp) bondings are shown in the Table 2.7. LP
(1) N, antibonding acceptor © (N, — C), © (C3 — Oy) of the 3BSC energy of
30.96 and 52.45 kJ/mol. The most important interaction energy, related to
the resonance in the molecule is electrons donating from antibonding
donor 7*(Cy — Cyp) to the antibonding acceptor n*(C; — Cg), n*(Cy; — Cy2)
with large stabilization energy of 249.40, 194.85 kJ/mol as
shown in Table 2.7.

2.8.5. NLO property
Non-linear optical (NLO) is the forefront of present research
because of its significance in grants the key functions of frequency

shifting, optical modulation, optical switching, optical logic, and optical
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memory for the emerging technologies in areas such as
telecommunications, signal processing, and optical interconnections [43].
Hyperpolarizability are very sensitive to the basis sets and level of
theoretical approach employed [44-46], that the electron correlation can
change the value of hyperpolarizability. The NLO activities of the 3BSC
compound were calculated by Density Functional Theory (DFT) using
B3LYP method with 6-311++G(d,p) basis set using Gaussian 09W

program package.

Table 2.8

The values of calculated dipole moment p (D), polarizability (o), first
order hyperpolarizability (Btot) components of 3BSC.

Parameters | B3LYP/6- | Parameters| B3LYP/6-
311++G(d,p) 311++G(d,p)
i -0.89 Brcx -1019.90
Iy 0.71 Busy 434.20
u, 0 Basy -47.78
(D) 1.14 Byyy -107.22
O 252.54 B 24.50
Olyy 1.53 Buys 9.66
Olyy 136.79 By -5.76
Oy, 0 Brrs -86.80
Oy, 0 By 42.81
Oy 74.79 Bors 0
o (esu) | 229X107% | Biot (e.su) | 1.047X107°
Aa (es.u) | 6.88X107
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Urea is the prototypical molecule utilized in investigating of the
NLO properties of the compound. For this reason, urea was used often as a
threshold value for comparative purpose. The calculated dipole moment
and hyperpolarizability values of 3BSC are given in Table 2.8. The
computed first order hyperpolarizability of 3BSC molecule is 1.0475X10™

esu and 2.8 times more than the value of urea (B, = 0.372 x 10" esu).

2.8.6. Thermodynamic properties
The thermodynamic parameters provide very helpful information for
the further study of the title molecule. On the basis of vibrational analysis,

the statistical thermodynamics and the standard thermodynamic function,

0
p.m

heat capacity (C ), entropy (S T(:l) and enthalpy changes (H r(:l) were

computed at B3LYP/6-311++G(d,p) basis set by using perl script
THERMO.PL [47] and are listed in Table 2.9. Thermodynamic functions
are all values increasing with the - temperature ranging from 100 to 1000K
due to the fact that the molecular vibrations intensities increase with
temperature. The correlation equation among heat capacities, entropies,
enthalpy changes with temperatures were fitted by quadratic formulas and
the corresponding fitting factors (R”) these thermodynamic properties are
0.9999, 0.9995 and 0.9994 respectively. The correlations plot of those
shown in Fig 2.13. The thermodynamic correlation fitting equation is

follows:

(Cgm) =26.3182 + 0.6430T - 2.8301 x 10™*T* (R*=0.9995)  (2.14)

0y _ 42 2_
(S2)=259.025 +0.7814T - 2.1282 x 10™T* (R*=0.9998) (2.15)
(H 2)=-8.3301+0.0989T — 1.6560 x 10*T* (R*=0.9993) (2.16)
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They can be used to compute the other thermodynamic energy
according to the relationship of thermodynamic functions and evaluate
directions of chemical behavior according to the second law of

thermodynamics in the thermochemical field [48].
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Fig . 2.13. Correlation plot of thermodynamic properties at different
temperature of the title compound.
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Table 2.9
Temperature dependence of thermodynamic properties of 3BSC at B3LYP
/6-311++G(d,P)

T(K) Cg‘m (J/molK) | % (J/molK) | H? (kJ/ mol)
100 88.92 331.34 6.15
200 141.13 408.95 17.65
298 192.19 474.89 34.02
300 193.12 476.08 3438
400 240.31 538.27 56.11
500 279.62 596.27 82.17
600 311.20 650.15 111.77
700 336.54 700.09 144.21
800 357.19 746.42 178.93
900 374.30 789.51 215.53
1000 388.67 829.71 253.70

2.8.7. Antimicrobial activity

The title compound was screened for its antimicrobial activity
against bacterial and fungal strains by Kirby-Bauer agar well diffusion
method [49]. The activity was determined by measuring the inhibition zone
diameter values (mm) of the investigated compound and antimicrobial
activity of 3BSC against bacterial and fungal pathogens are photographed
and it is shown in Fig. 2.14 and 2.15. The antimicrobial and solvent
sensitivity tests for both bacterial and fungal strains were observed and
listed in Table 2.10(a) and 2.10(b) respectively. It is noted that the DMSO
solvent, it has no activity on the microbes. 3BSC dissolved at two
concentrations (100 pl and 200 pl ) were screened for their antibacterial

activity against four bacterial strains such as, Enterobacter, Bacillus
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subtillis, Escherichia coli and K. pneumoniae and three fungal strains such
as, Candida albicans, A.niger and A.fumicatus which were selected for the
present investigation by the agar well diffusion method. From Tables
2.10(a) and 2.10(b) shows a good activity of 3BSC against the three fungal
strains Candida albicans, A.niger and A.fumicatus. Moreover, it is found
that synthesized compound exhibits higher antifungal activity than
antibacterial activity and the highest activity is against Candida albicans
where C. albicans is the most commonly isolated species which can cause

infections (Candidiasis or thrush) in humans and other animals.

2.8.10. Molecular docking study

AutoDock suite 4.2.6 is a recently been used as a convenient tool to
get insights into the molecular mechanism of protein-ligand interactions,
bind to a receptor of known three-dimensional structure. With the aim to
investigate the binding mode, a molecular modeling study was performed
using AutoDock Tools for docking. 3BSC was selected to be docked into
the active site of three receptors 3GFX [50], 4HOE [51] and 3EQA [52] of
antimicrobial proteins ~which was downloaded from RCSB protein data

bank (http://www.rcsb.org/pdb/home/home.do). In order to examine more

comprehensive visualization of potentially fit ligands, Accelrys, Discovery
Studio Visualizer 4.1 was utilize for the evaluation of hydrogen bonds in
protein- ligand interaction. The ligand was docked into the functional sites
of the respective proteins individually and the docking energy was
examined to achieve a minimum value. AutoDock results indicate the
binding position and bound conformation of the peptide, together with a
rough estimate of its interaction. Docked conformation which had the
lowest binding energy was chosen to investigate the mode of binding. The

molecular docking binding energies (kcal/mol) and inhibition constants
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Fig. 2.14. A bar diagram for the antibacterial activity of 3BSC.
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Fig. 2.15. A bar diagram for the antifungal activity of 3BSC.

103



° We " W " A "
a) v j ‘ 'Y
L
9
Residie terach ! |
esidio toracton Residue rterection Residue Interaction
@ 0 @ o ~
Electostatc Ectrosiac @ @ @ Elactrostatic "
a0 s Vol @ @ @ @ v dir s @ @ @ van der Waals @

Covaent bond @ Corlentbond Covalent bond

8 ®
Water
"y 09¢g - Yo 06

3GEX {HOE 3EQA

Fig .2.16. (a) 3BSC interaction (2D), (b) and (c) 3BSC docked into the
binding site (3D) of 3GFX, 4HOE and 3EQA
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(um) were also obtained and listed in Table 2.11. Among them, 3GFX
exhibited the lowest free energy at —5.23 kcal/mol and most docked
inhibitors interacted with the ligand within the 3GFX binding site. They
exhibited up to four N H- - -O hydrogen bonds involving VAL 18, HIS 12,
HIS 12 and ARG 70 with RMSD being 53.2°A. The docking simulation
shows the binding mode of the 3BSC into 3GFX. The 3BSC ligand
interacts with different receptors are shown in Fig. 2.16.

Table 2.10(a) Antibacterial activity of DMSO extracts

S. Bacterial DMSO Extract added and Zone of
no pathogen inhibition (mm/ml)
100 pl | 200 ul | DMSO | Gentamicin

1 | Enterobacter - 12 - 26

2 | Bacillus - 10 - 28

subtillis
3 | E.coli 10 15 - 32
4 | K. pneumoniae 13 20 - 25

Table 2.10(b) Antifungal activity of DMSO extracts

S. Fungal DMSO Extract added and Zone of
no | pathogen inhibition (mm/ml)
100 pul | 200 pl | DMSO | Amphotericin B
1 | Candida 10 15 - 10
albicans
2 | A.niger 12 15 - 10
3 | A.fumicatus 10 13 - 10
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Table 2.11

Hydrogen bonding and molecular docking with antimicrobial protein

targets
Protein | Bonded Bond EIC Binding | Reference
(PDB | residues | distance | (ym) energy RMSD
ID) A) (kcal/mol) A)
3GFX | VAL 18 2.6 146.28 -5.23 53.2
HIS 12 2.6
HIS 12 2.0
ARG 70 2.2
4HOE | ALA 115 2.2 247.10 -4.92 27.01
ILE 19 2.1
3EQA | ILE 46 2.8 1.24 -3.97 38.43
GLY 47 1.8
ASN 104 2.1
THR 101 23
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CHAPTER - 111

Synthesis, Spectroscopic (FT-IR, FT-Raman, NMR, UV-Visible),
First Order Hyperpolarizability, NBO and Molecular Docking
Study of (E)-1-(4-Bromobenzylidene) Semicarbazide

3.1. Introduction

The synthesis of Semicarbazones derivative has generated vast
interest to organics as well as for medicinal chemistry, organometallics,
polymers [1-3] and herbicides and many other industrial processes. Several
semicarbazones and its derivatives have proved the efficiency and efficacy
in combating various diseases [4, 5]. Particularly, Semicarbazones and
its derivatives of (E)-1-(4-bromobenzylidene) semicarbazide (4BSC) wide
variety of biological activities such as'-antifungal, antibacterial,
antimalarial,  anti-cancer, anticonvulsant, antiproliferative,  anti-
inflammatory, antitumor and antiviral activity [6-8]. Its chemical formula
is CgHgBrN;O. A density functional theory (DFT) investigation has a
potential significance towards the design and enlargement of organic
inhibitors in the organic'synthesis field. Vibrational spectroscopy (FT-IR,
FT-Raman and NMR) and UV-Vis techniques are widely used to study the
structural conformation and electronic transition of the molecular system.
The combination of theoretical and experimental work could solve many
problems in several areas of research [9,10]. The search for new materials
with nonlinear optical (NLO) properties has been the subject of intense
research due to their application in a wide range of technologies such as
optical computing and communications [11,12] and much attention has
been paid to organic NLO materials due to their promising applications in

optoelectronic technology [13,14].
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To our knowledge, Literature survey reveals that the DFT/B3LYP
frequency calculations of (E)-1-(4-bromobenzylidene)semicarbazide
(4BSC) have not been carried out so far. In this present work, we report the
synthesis and comprehensive spectroscopic investigation of 4BSC using
B3LYP/6-311++G(d,p) level of the theory. The experimental spectral data
(FT-TR, FT-Raman, UV and NMR) of the 4BSC is compared by means of
the theoretical spectral data obtain by DFT/B3LYP method
6-311++G(d,p) basis set. The molecular properties like dipole moment,
polarizability, first order hyperpolarizability, molecular electrostatic
potential and thermodynamic parameters have been calculated. Global
reactivity descriptors such as chemical potential, electronegativity,
hardness, softness and electrophilicity index have been computed. HOMO-
LUMO analysis has been performed which help to elucidate charge
transfer occurring in the molecule. UV-Vis experimental band gap value
of the title compound is compared with theoretical UV band gap and
HOMO-LUMO diagram band gap values measured by TD-DFT approach.
The natural bond orbital (NBO) investigation has been useful to the
stability of the molecule arising from charge delocalization. Molecular

docking of 4BSC was also analyzed.

3.2. Synthesis

For the synthesis of (E)-1-(4-bromobenzylidene)semicarbazide
compound, solution of 4-bromobenzaldehyde (1.8 ml, 0.01 mol) in ethanol
(15 mL), semicarbazide hydrochloride (1.1 g, 0.01 mol) was added
followed by the reaction mixture was kept in magnetic stirrer and stirred
well for 1 hour. The progress of the reaction was continuously monitored
by thin layer chromatography (TLC). The reaction mixture was diluted

with ethyl acetate and washed with water. The crude solid obtained was
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dried and recrystallized using absolute alcohol. The recrystallized product
was dried in a vacuum desiccator over fused Calcium Chloride. The

scheme of the synthesis is shown in Fig. 3.1.

0

0
/ H,0/1h
Br@J ' H2NJ\N—NH2 HO —— \Q/ )L NH,
4-bromobenzaldehyde - Semicarbazide hydrochloride (E1-{4- bromobenzyl|dene)sem|carba2|de

Fig. 3.1. The scheme of the synthesis of 4BSC

3.3. Experimental details

The FT-IR spectrum of the synthesis compound (E)-1-(4-
bromobenzylidene)semicarbazide (4BSC) was' recorded in the region
4000-450 cm™ in evacuation mode using aKBr pellet technique with 1.0
cm” resolution on a PERKIN ELMER FT-IR spectrophotometer. The FT-
Raman spectrum of the 4BSC compound was recorded in the region 4000-
100 cm™ in a pure mode using Nd: YAG Laser excitation wavelength of
Raman 100 mW with 2 cm™ resolution on a BRUCKER RFS 27 at SAIF,
IIT, Chennai, India. Carbon("*C) NMR and Proton (‘"H) NMR spectra were
recorded in DMSO-ds using TMS as an internal standard on a Bruker high-
resolution NMR spectrometer at 400 MHz at CAS in Crystallography &
Biophysics, University of Madras, Chennai, India. The ultraviolet
absorption spectrum of the sample is examined in the range 250-600 nm

using UV-1700 series recording spectrometer.

3.4. Computational details
Initial atomic coordinates for molecular geometry optimization have
been performed by using GaussView 5.0 software package [15]. The

molecular structure of 4BSC the ground state (in the gas phase) was
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optimized by DFT/B3LYP methods with 6-311++G(d,p) basis set level,
and the optimized structure was used in the vibrational frequency
calculations. The calculated harmonic vibrational frequencies were scaled
by 0.961 for B3LYP/6-311++G(d,p) level [16,17]. The entire calculations
(vibrational wavenumbers, geometric parameters, and other molecular
properties) were implemented by using GaussView 5.0 program [18] and
Gaussian 09W program package on a computing system [19].
Additionally, the calculated vibrational frequencies were explained by
means of the potential energy distribution (PED) analysis of all the
fundamental vibration modes by using VEDA 4 program [20] used in
previous studies by many researchers [21-23]. In order to understand the
electronic properties, the theoretical UV-Vis spectra have been
investigated by TD-DFT method with 6-311++G(d,p) basis set for the
DMSO and gas phase. The proton and'‘carbon NMR chemical shift were
calculated with the gauge-including atomic orbital (GIAO) approach by
applying B3LYP/6-311++G(d,p) method of the title molecule and
compared with the experimental NMR spectra. Molecular docking (ligand-
protein) simulations have been performed by using autoDock 4.2.6

software package.

3.5. Results and discussion
3.5.1. Molecular geometry

The geometrical parameters (bond length and bond angles) of the
synthesis 4BSC compound are listed in Table 3.1 using DFT/B3LYP
method with 6-311++G(d,p) basis set. The optimized molecular structure
of title compound is obtained from Gaussian 09W and GaussView 5.0
programs are shown in Fig. 3.2. To the best of our knowledge, exact

experimental data on the geometrical parameters of 4BSC are not available
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in the literature. Therefore, the crystal data of a closely related molecule
such as (E)-2-(4-Methylbenzylidene)hydrazinecarboxamide [24] is
compared with that of the title compound. From the calculated values, it is
found that most of the optimized molecular bond lengths are slightly
higher than the experimental values owing to the fact that the theoretical
calculations were carried out isolated molecule in the gas phase and the

experimental XRD results were carried out in the solid state.

This title molecule has seven C - C bond lengths, five C - H bond
lengths, three (C - N, N - H) bond lengths and one (N - N, C - O, C - Br)
bond lengths respectively. The highest bond length was calculated for Cs-
C, found to be 1.461 A (experimental) and 1.462 A (theoretical)
respectively. The calculated bond length values for C-C and C-H in the
benzene ring vary from 1.388-1.462 A ‘and 1.082-1.096 A by B3LYP/6-
311++G(d,p) basis set and well agreed with experimental values [24]. The
homonuclear bond lengths (C-C and N-N) are higher than the
heteronuclear bond lengths(C-H and N-H). The important reasons for the

same charges are repulsive and opposite charges are attractive.
“/l\@

Fig.3.2. Optimized geometric structure with atoms numbering of 4BSC
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Table 3.1

Geometrical

parameters

optimized in

semicarbazide bond length (A) and bond angle (°).

(E)-1-(4-bromobenzylidene)

Bond Experi B3LYP/6- Bond angle | Experi | B3LYP/6-
length (A) | mental® | 311++G(d,p) ©) mental® | 311++G(d,p)
NI1-N2 1.376 1.35 C3-N1-H14 - 115.4
NI1-C3 1.363 1.397 NI1-C3-04 119.12 119.9
N1-H14 0.97 1.016 N1-C3-N5 117.37 114.8
N2-C6 1.275 1.283 N2-C6-C7 122.12 122.7
C3-04 - 1.219 N2-C6-H17 118.9 120.7
C3-N5 - 1.359 04-C3-N5 123.5 125.3
N5-H15 - 1.006 C3-N5-H15 - 121
N5-H16 - 1.005 C3-N5-H16 - 117.7
Co6-C7 1.461 1.462 H15-N5-H16 - 121.3
C6-H17 0.96 1.096 C7-C6-H17 118.9 116.6
C7-C8 1.388 1.402 C6-C7-C8 118.08 119
C7-C12 1.388 1.405 C6-C7-C12 122.3 122.6
C8-C9 1.386 1.392 C8-C7-C12 119.5 118.4
C8--H18 0.96 1.085 C7-C8-C9 119.61 121.2
C9-C10 1.388 1.39 C7-C8-H18 119.5 119.7
C9-H19 - 1.082 C7-C12-Cl11 120.9 120.9
C10-C11 1.388 1.395 C7-H12-H21 119.5 119.3
C10-Br13 - 1.915 C9-C8-H18 119.5 119.1
Cl11-C12 1.386 1.388 C8-C9-C10 - 119
C11-H20 0.96 1.082 C8-C9-H19 - 120.5
Cl12-H21 0.96 1.083 C10-C9-H19 - 120.5
Bond Experi B3LYP/6-
angle (°) melll)tala 311++G(d,p) C9-CI0-C11 | 1188 121
N2-N1-C3 | 119.98 122.8 C9-C10-Brl13 - 119.6
N2-N1- - 121.9 C11-C10- - 119.4
H14 Br13
N1-N2-C6 | 115.78 118.4 C10-C11-C12 | 120.9 119.4
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3.5.2. Vibrational analysis

The maximum number of potentially active observable
fundamentals of the non-linear molecule, which contains N atoms, is equal
to (3N-6) apart from the translational and three rotational degrees of
freedom. The 4BSC molecule consists of 21 atoms, which has 57 normal
modes of vibration. The vibrational band assignments were made by the
aid of potential energy distribution (PED) using VEDA program. The
comparative observed and simulated FT-IR and FT-Raman spectra are
shown in Fig. 3.3 and 3.4. The calculated vibrational frequencies
(Unscaled and Scaled), IR intensity, Raman activity are tabulated
in Table 3.2.

3.5.2.1. C-H vibrations

In the aromatic compounds, the C-H stretching wavenumbers appear
in the range 3000-3100 cm™ which ‘are the characteristic region for the
ready identification of C-H stretching vibrations [25]. The C-H stretching
and bending regions are of the most difficult regions to interpret in infrared
spectra. The nature and position of the substituent cannot affect these
vibrations. Most of the aromatic compounds have almost four infrared
peaks in the region 3080-3010 cm™ due to ring C-H stretching bands [26].
In this present study, the C-H stretching vibrations are observed at 3077,
30774, 3063, 3049 and 2920 cm’ [mode nos 54-50] by B3LYP/6-
311++G(d,P) method show good agreements with experimental vibrations.
The band observed in the recorded FT-IR spectrum 3065(s) and with the
FT-Raman spectrum bands at 3092(s), 3086(w), 3059(s), 2933(w) cm™.
The PED corresponding to this pure mode of title molecule contributed 94,

90, 99, 95 and 100% is shown in Table 3.2.
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3.5.2.2. NH;vibrations

The NH, group has two (N-H) stretching vibrations, first one
asymmetric and another one symmetric. The asymmetric stretching for the
NH,, CH, and CH; has a magnitude higher than the symmetric stretching
[27]. The aromatic structure shows the presence of C-H and N-H stretching
vibrations above 3000 cm™ which are the characteristic region for ready
identification of this structure [28, 29]. The title compound has only one
NH, group and hence one symmetric and one asymmetric N-H stretching
vibrations in NH, group are expected. The symmetric NH, stretching
vibrations appear from 3420 to 3500 cm™ [30]. In this work, the FT-
Raman band at 3598(w) cm™ has been assigned to NH, asymmetric
stretching vibrations. The NH, symmetric stretching vibrations observed in
the FT-IR and FT-Raman has very strong and weak intensity bands. The
experimental FT-IR and FT-Raman symmetric stretching bands found at
3463(vs) cm™ and 3477(w) cm™, The theoretical wavenumbers calculated
at 3600 and 3467 cm™ [mode no 57, 56] are assigned as NH, asymmetric
and symmetric stretching vibrations. The PED contributions are 99% for

each asymmetric and symmetric stretching mode.

3.5.2.3. C-C ring vibrations

The C-C stretching vibrations are expected in the range from 1650
to 1100 cm™ which are not significantly influenced by the nature of the
substituents [31]. The C-C stretching vibrations of the 4BSC compound
were observed from1591 to 231 cm™. In this present study , the C-C
stretching vibrations are found at 1591(vs), 1399(s), 1100(s), 1009(w),
820(m), 626(w) cm™ in FT-IR and 1561(vs), 1529(w), 1399(m), 1230(s),
1100(m), 1010(m), 826(w), 622(m), 231(m) cm’' in FT-Raman
respectively. The theoretical wavenumbers at 1564, 1534, 1372, 1244,
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1086, 1040, 827, 622 and 202 cm™ (mode no 47, 46, 42, 38, 34, 32, 26, 20,
8) are assigned as C-C stretching vibrations with PED contributions of

41, 47, 35, 58, 16, 47, 36, 21 and 15% respectively.
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Fig. 3.3. FT- IR spectra of 4BSC
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Fig. 3.4. FT-Raman spectra of 4BSC

3.5.2.4. C-Br Vibrations

The most aromatic bromo compounds C-Br stretching vibrations
occur in the region 650-395 cm™ [32]. The vibration belonging to the bond
between the ring and the Bromine atom is salient as a combination of
vibrations is possible owing to the presence of heavy atom [33]. The C-Br
stretching vibrations for 4BSC molecule is assigned at 672, 364, 202 cm™
(mode no 21, 12, 8) in B3LYP/6-311++G(d,p) and 648(w) cm™ in FT-IR
and 369(m), 231(m) cm™ in FT-Raman with a PED of 26, 36 and 26%.
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Table 3.2

Observed and calculated vibrational frequency of 4BSC at B3LYP method
with 6-311++G(d,P) basis set.

Experimental Theoretical
wave number (cm™) | wave number(cm™) | Assignments (PED)*
FTIR |FT-Raman | Unscaled | Scaled”
- 3598(w) 3750 3600 Yas NH,(99)
3463(vs) | 3477(w) 3611 3467 vs NH,(99)
- 3391(w) 3522 3381 v NH(100)
- 3092(w) 3205 3077 vy CH(94)
- 3086(w) 3202 3074 vy CH(90)
3065(s) - 3191 3063 vy CH(99)
- 3059(s) 3176 3049 vy CH(95)
- 2933(w) 3042 2920 vy CH(100)
1708(vs) 1707(w) 1781 1712 vy OC(43)+y NC(38)
1607(s) 1610(vs) 1665 1600 v NC(68)
1591(vs) | 1561(vs) 1627 1564 vy CC(41)
- 1529(w) 1597 1534 vy CC(47)+3 CCC(12)
- 1501(w) 1591 1529 B HNH(76)
1486(s) 1486(m) 1522 1463 B HCC(30)
1434(vs) - 1497 1439 8 HNN(39)+p HCN(13)
1399(s) 1399(m) 1428 1372 vy CC(35)+p HCC(24)
1356(s) 1359(w) 1399 1344 v NC(38)+p OCN(-
14)+p HNH(-12)+8
HNN(18)
1300(m) 1300(m) 1374 1321 B HCN(49)+p HNN(11)
- 1278(m) 1324 1273 B HCC(71)
- 1230(s) 1294 1244 vy CC(58)
1226(m) - 1252 1203 B HCN(14)
- 1170(s) 1199 1153 B HCC(76)
1138(s) 1140(s) 1172 1127 v NN(54)
1100(s) 1100(m) 1130 1086 vy CC(16)+B HCC(11)
1069(s) 1068(m) 1084 1042 B HNC(49)
1009(w) 1010(m) 1082 1040 vy CC(47)+3 HNC(12)
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- - 1023 983 | B CCC(64)
955(w) | 956(w) 994 955 |y NC(62)+B NNC(10)
- 936(w) 984 945 |t HCCC(64)+t
CCCC(14)
935(w) - 968 930 |tHCCC(53)+t
HCNN(20)
- 900(w) 941 904 |tHCCC(12)+t
HCNN(67)
820(m) | 826(w) 860 827 |y CC(36)+p CCC(40)
- - 839 807 |t HCCC(50)
- - 832 800 |t HCCC(85)
754(m) | 733(w) 753 723 | OUT ONNC(88)
691(m) | 693(m) 717 689 |t CCCC(56)
648(w) - 700 672 |y BrC(26)+B
NCC(19)+f CCC(11)
626(w) | 622(m) 648 622 |y CC21)+p CCC(24)
- 598(w) 625 600~ | B NCN(-18)+B CNN(17)
573(w) - 571 549 |t HNCN(80)+t
HNNC(15)
515(w) | 549(w) 551 530 | B OCN(59)
510(w) | 515(w) 520 500 |t NNCC (12)+ BrCCC
(-14) + 1 CCCC(34)+t
CCCC(12)+t HCCC(13)
467(w) | 458(w) 472 453 |t HNNC(76)+t
HNCN(11)
- 421(w) 443 426 | B CCC(24)+p NCN(32)
- 392(w) 417 400 |t CCCC(63)
- 369(m) 379 364 |y BrC(36)+p NNC(14)
- 332(w) 359 345 |t NNCC(-27)+OUT
BrCCC(30)+t
CCCC(20)
- 283(m) 278 267 |1 NCCC(11)+t NCNN(-
29)+t CNNC(-11)+OUT
CCCC(13)+t NNCC(14)
- 266(m) 277 266 | B BrCC(49)+p CCC(-
10)+B CNN(12)+p

NCN(11)
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- 231(m) 211 202 |y CC(15)+y BrC(26)+p
NNC(11)+p CCC(12)

- 177(w) 181 174 |t NCCC(15)+t CNNC(-
16)+OUT BrCCC(26)+t
NNCC(20)

- 157(m) 179 172 | B BrCC(-30)+B
CNN(26)+B CCC(-
17)+B NCN(10)

- - 80 77 |t NCNN(14)+t
CNNC(33)+t
CCCC(18)+ BrCCC(10)

- - 58 56 | BNCC(32)+B
CNN(11)+f NNC(21)+B
CCC(23)

*y-stretching,y,-Symmetrical stretching,y.s-asymmetrical stretching, -
inplane bending ,®- outplane bending, t-torsion, vs-very strong, s- strong,
m-medium, w-weak.

3.5.2.5. C-N vibrations

The C-N stretching frequency is a very tough task since it falls in a
composite region of the vibrational spectrum, i.e., mixing of several bands
are possible in this region [28] assigned C-N stretching absorption in the
region 1386-1266 cm™ for the aromatic compound. The bands observed at
1708(vs), 1607(s), 1356(s), 955(w) cm™ in FT-IR and 1707(w), 1610(vs),
1359(w), 956(w) cm’ in FT-Raman are assigned as N-C stretching
vibrations. The theoretically scaled wavenumbers calculated at 1712, 1600,
1344 and 955cm™ (mode no 49, 48, 41, 30) are assigned as C-N stretching
vibrations with PED contribution of 38, 68, 38 and 62% respectively.

3.6. Electronic properties
The observed and computed UV-Visible comparison spectrum of
title molecule is shown in Fig. 3.5. Absorption maximum ( A,y of our title

molecule is calculated by TD-DFT/B3LYP method with 6-311++G(d,p)
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basis set. The calculation of molecular orbital geometry shows that the
visible absorption maxima of the 4BSC resemble the electronic transition
from HOMO to LUMO. The experimental UV-Vis spectra of 4BSC
molecule were used to DMSO solvent and theoretical calculations were
carried out in the DMSO and gas phase. The electronic transition amid
frontier orbitals such as transformation from HOMO to LUMO as can be
seen through the UV-Vis spectra absorption values 294 (Experimental),
302.26 (DMSO) and 298.99 nm (gas phase) are listed in Table 3.3. The
Amax 18 @ function of substitution, the more electrons pushed into the ring,

the larger Apax [34].

Theoretical (DMSO)

Absorbance

/\/A Theoretical (GAS phase)

\K Experimental (DMSO)

. T . . .
300 400 500 600
Wavelength (nm)

Fig. 3.5. UV—Vis spectra of 4BSC (Experimental, Theoretical (DMSO,
GAS phase))
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LUMO plot
First exited state

ELUMO =-2.0898eV

AE = 4.3374eV

EHOMO =-6.4273eV

HOMO plot
Ground state

9

Fig. 3.6. Atomic orbital HOMO — LUMO composition of the frontier
molecular orbital for 4BSC

The calculated results involving the wavelength, and oscillating
strength and band gap energy are carried out compared with experimental
data. The band gap energy was calculated using the formula, E = hc/A.
Here h and c are constant; A is the cut off wavelength. The energy
difference between HOMO and LUMO orbits is called as band gap that is
important stability for structure [35]. HOMO and LUMO is related to the

ionization potential and electron affinity.
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Table 3.3

The UV-vis wavelength (1), band gap energy (AE), and oscillator strength
(f) for 4BSC calculated by TD-DFT/B3LYP method

Experimental TD-DFT/B3LYP-311++G(d,p)

Mmax Band

DMSO Gas phase
(nm) | gap (ev) P

Aeal Energy f Acal Energy f
(nm) (cm'l) (nm) (cm'l)

302.26 | 33037 |0.859|298.99 | 33445 | 0.699
294 4.228 |257.14| 38889 |0.048 |259.87 | 38480 0
245.94 | 40659 0._{259.67| 38510 | 0.076

Table 3.4

Calculated energy values of title compound by B3LYP/6-311++G(d,p)
method.

Basis set B3LYP/6-
311++G(d, p)
Enomo (eV) -6.4273
Erumo (eV) -2.0898
Ionization potential 6.4273
Electron affinity 2.0898
Energy gap (eV) 4.3374
Electronegativity 4.2585
Chemical potential -4.2585
Chemical hardness 2.1687
Chemical softness 0.2305
Electrophilicity index 4.1811
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The HOMO and LUMO energies, the energy gap (AE), the
ionization potential (I), the electron affinity (A), the absolute
electronegativity (), the absolute hardness () and softness (S) for the
4BSC molecule have been calculated at B3LYP/6-311++G(d,P) basis
set(Fig 3.6) and the result are given in the Table 3.4. By using HOMO and
LUMO energy values for a molecule, electronegativity and chemical

hardness can be calculated as follow:

v = — (Electronegativity)
(3.1)

p= D (Chemical potential)
(3.2)

1N = — (Chemical hardness)
(3.3)

s=1/21 (chemical softness), o=u’/2n (Electrophilicity index)

Where I and A are ionization potential and electron affinity; I= — Egomo
and A= — E ymo respectively [36]. The energy gap of title molecule is
calculated experimentally by UV-Visible spectrum is 4.2283 ¢V, the
Energy gap is calculated theoretically by TD-DFT (DMSO and gas phase)
method is 4.1069, 4.1577 eV and from HOMO-LUMO diagram is 4.3374
eV. All energy gap values are very well executed which are listed in Table

3.3 and 3.4.

3.7. NMR spectra
The NMR spectroscopy is one of the most important techniques for
the structural conformational analysis for the organic compounds. We used

this technique ('H and C NMR) due to the useful, common to have more
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information about the studied molecule. The theoretical 'H and "C
chemical shifts in calculated by using gauge invariant atomic orbital
(GIAO) and 6-311++G(d,p) basis set. The GIAO [37, 38] method was one
of the most common approaches for calculating isotropic nuclear magnetic
shielding tensors. The experimental and theoretical values for carbon ("*C)
and proton ('H) NMR of the title compound are given in Table 3.5. The
experimental and theoretical >C and '"H NMR spectra in DMSO solvent

are shown in Figs. 3.7-3.10.

There are eight carbon atoms (in the ring) in the 4BSC molecule.
Organic molecules, the *C NMR chemical shift appear in the range > 100
ppm [39-41]. The calculated chemical shift values by the DFT theoretical
method values well coincides with the experimental values. In this work,
aromatic carbons are observed from 122.15 to 156.78 ppm in carbon (°C)
NMR spectrum for the 4BSC molecule. The nitrogen (N) atom’s high
electronegative property polarizes the electron distribution in its bond to
the adjacent carbon atomand decreases the electron density at the bridge
for the title molecule. Therefore, the chemical shift value seems to be
moderately high for the title molecule under study at 138.07 and 156.78
ppm (Cs, C;). There are also eight hydrogen atoms (ring, NH and NH,
group) in the title molecule. The 'H NMR observed chemical shift values
at 10.33, 7.8, 7.69, 7.67, 7.57, 7.55, 6.55, 6.55ppm with the theoretical
chemical shift values at 8.4615, 7.2658, 7.2646, 7.2417, 7.2005, 6.9458,
5.4653, 4.6595 ppm for H,,, Hy Hy7, Hio His, His, His and Hys. The
predicted all chemical shift values are in good agreement with the

experimental values.
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3.8. Hyperpolarizability calculations

The first order hyperpolarizability (Biw) of the 4BSC along with
related properties (i, o and Aa) are investigated by DFT/ Becke-3-Lee-
Yang-Parr method with 6-311++G(d,P) basis set, is based on the finite-
field approach.

15678

bt A g 80 Ko syl

163 166 164 162 160 158 156 154 152 150 18 46 44 192 10 Lk 136 134 132 130 18 126 14 122 10 18 M6 4 2 10
pom,

Fig. 3.7. *C NMR spectrum of 4BSC (Experimental)

170 1(‘;0 1;0 1&0 1:‘50 120 110
13 NMR (ppm)

Fig. 3.8. °C NMR spectrum of 4BSC (Theoretical)
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Fig. 3.10. "H NMR spectrum of 4BSC (Theoretical)
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Table 3.5

Theoretical and experimental >C and 'H isotropic chemical shifts [with
respect to TMS, all values in ppm] for 4BSC molecule

Atom Chemical shifts (ppm)
Experimental B3LYP/6-311++G(d,p)

G 156.78 156.8014
Ce 138.07 135.6601
Cio 134.19 133.4618
Cn 131.57 128.6918
Cy 128.53 1279113
Cq 128.53 126.1072
Cp, 122.15 121.0872
C; 122.15 120.2149
Hy, 10.33 8.4615
Hyo 7.8 7.2658
Hy; 7.69 7.2646
Hio 7.67 7.2417
Hi4 7.57 7.2005
Hig 7.55 6.9458
His 6.55 5.4653
Hie 6.55 4.6595

NLO activity arises from the interactions of electromagnetic fields
in different media to produce latest fields changed in phase, frequency,
amplitude or other propagation characteristics’ from the incident fields.
Nonlinear optical effects (NLO) is at the forefront of the recent
investigation because of its significance in bestowing the key functions of
optical modulation, optical logic, optical memory, optical switching and
frequency shifting for the presently growing technologies in areas such as

telecommunications, signal processing, and optical interconnections
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[42,43]. The non-linear optical response of an isolated molecule in an
electric field E; (o) can be represented as a Taylor series enlargement of

the total dipole moment, i, induced by the field:

Mot = Mo + iEj + BijkEjEx + ) 3.4
Where a is the linear polarizability, i, is the permanent dipole moment and
Bii are the first hyperpolarizability tensor components. The isotropic (or

average) linear polarizability is defined as:

o= Ay + afgyy+azz (3.5)
The first order hyperpolarizability is a third rank tensor that can be
described by 3x3x3 matrix. The 27 components of 3D matrix can be

abridged to 10 components owing to the Kleinman symmetry [44]

Components of the first hyperpolarizability can be reckoned using

the following equation:

Bi = Bui + Xixi(Bijj + Bjij + Bjji) (3.6)

Using the x, y and z components of B, the magnitude of the first

hyperpolarizability tensor can be calculated by:

Brot = (B + B5 + BZ) 3.7

The entire equation for reckoning the magnitude of p from Gaussian 09W

program output is given a follows:

ﬂtot

= \/(ﬁxxx + Bxyy + ﬁxzz)2 + (ﬁyyy + ﬁyzz + ﬁxxy)z + (Bazz + Baxz + ﬁyyz)z (3.8)
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The calculations of the total molecular dipole moment (p), linear
polarizability (o) and first-order hyperpolarizability (B) from the Gaussian
output have been explained in detail previously [45], and DFT has been
widely used as an efficient method to investigate the organic NLO
materials [46,47]. In addition, the polar properties of the 4BSC were
computed at the DFT (B3LYP)/6-311++G(d,p) level using Gaussian 09W

program package.

Table 3.6

The values of calculated dipole moment p (D), polarizability (o), first
order hyperpolarizability (Btot) components of 4BSC.

Parameters | B3LYP/6- | Parameters | B3LYP/6-
311++G(d,p) 311++G(d,p)
Ly -0.9513 Brxx -638.6300
Ky 0.0589 Brxy -5.0377
yz 0 Bryy -33.1800
w(D) 0.9532 Byyy -186.7300
Olyx 259.2700 B -71.1250
Oy -32.6840 Bryz 32.0000
Olyy 139.8800 By 7.0182
Oy, 0 Bxzz -135.2300
Oly, 0 By 36.1870
Oz, 74.7110 B2z 0
o (e.su) | 2.3409X107
o (esu) | 7.0759X10% prot(es1) 17 1223x10™

Urea is the prototypical molecule utilized in investigating of the
NLO properties of the compound. For this reason, urea was used often as a

threshold value for comparative purpose. The calculated dipole moment
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and hyperpolarizability values obtained from B3LYP/6-311++G(d,p)
methods are collected in Table 3.6. The first order hyperpolarizability of
4BSC with B3LYP/6-311++G(d,p) basis set is 7.1223 x 10°° nineteen
times greater than the value of urea (B, = 0.372 x 10™° esu). From the
computation, the high values of the hyperpolarizabilities of 4BSC are
probably attributed to the charge transfer existing amid the benzene rings
within the molecular skeleton. This is evidence for the nonlinear optical
(NLO) property of the molecule.

3.9. Donor- acceptor interactions

The NBO analyzes aid and more efficient method for studying intra
and inter molecular bonding and interaction among bonds, and also
provides a convenient basis for inspecting charge transfer or conjugative
interactions in the molecular system. Some electron donor orbital, acceptor
orbital and the overlap stabilization-energy resulting from the second-order
micro-disturbance theory are reported [48-50]. NBO studies provide the
most precise possible ‘natural Lewis structure’ picture of ¢ because all
orbital details are mathematically chosen to include the highest possible
percentage of the electron density. For each donor (I) and acceptor (j), the
stabilization energy E(2) associated with the delocalization i, j estimated
as:

F(i,)?

EZ = AEI] = qi Ei_Ej

(3.9
Where q; is the donor orbital occupancy, E; and Ej are diagonal elements

and F(i,j) is the off diagonal NBO Fock matrix elements.
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Table 3.7

Second order perturbation theory analysis of Fock matrix in NBO basis
for 4BSC

Donor | Type | ED/e | Accepto [ED/e *EQ)(KJ | "E(J)-E(i) ‘F(Lj)
@) r (i) mol') (a.uw) | (a.u)
N»-Cq c 1.985| N;-C; |0.0720 1.84 1.37 0.045
Ce-C; | 0.0315 4.37 1.57 0.074

C;-Cs | 0.0299 2.75 1.58 0.059

N,-Cs m 1.921| C;-Cg |0.3950| 13.20 0.39 0.070
C7-Cy m 1.622 | N;-C¢ |0.2276 | 27.97 0.28 0.082
Co-Cyp |0.3848 | 24.32 0.30 0.076

Cy1-Cy, 10.2814 | 20.70 0.31 0.074

Cs-Co c 1.965 | Co-Cyy | 0.0302 6.12 1.39 0.082
Cyo-Bry; | 0.0385 6.06 0.85 0.064

Cs-Hig c 1.976 | C;-Cy, | 0.0339 5.07 1.17 0.069
Cy-Cyo T 1.676 | C;-Cg |0:3950| 18.95 0.33 0.072
Cy1-Cy5. 1 0.2814 | 20.82 0.33 0.075

CCp| = 1.673 | C;-Cg |0.3950 | 22.21 0.31 0.076
Cy-Cpp |0.3848 | 22.27 0.30 0.074

N, LP(1)|1.692| N,-Cs |[0.2276| 30.86 0.29 0.086
C;-O4 ]0.3721 | 52.50 0.30 0.114

N, LP(1)|1.914| CsH;; [0.0410| 10.27 0.76 0.080
Oy LP(2) | 1.855| N;-C; [0.0720| 24.33 0.68 0.117
Cs-Ns | 1.0644 | 23.56 0.69 0.116

Ns LP(1)|1.789| C;-O4 |[0.3721| 54.81 0.28 0.116
Brj; LP(33) | 1.931 | Cy-Cyy |0.3848| 10.49 0.32 0.057
N»-Cs n 0227 C;-Cg 03950 | 76.16 0.04 0.083
Cy-Cyo n | 0384| C;-Cg |0.3950 | 250.04 0.02 0.094
Ci1-Cyp | 0.2814 | 204.06 0.02 0.090

*E® means energy of hyper conjugative interaction (stabilization energy)
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°Energy difference between donor and acceptor i and j NBO orbitals.
°F(i,j) is the Fock matrix element between i and j NBO orbitals

The second order fock matrix was carried out to evaluate the
donor-acceptor interactions in the NBO analysis [51]. The higher the E(2)
value, the molecular interaction between electron donors and electron
acceptors is more intensive and the greater the extent of conjugation of the
entire system. Delocalization of electron density amid occupied
Lewis-type (bond or lone pair) NBO orbitals and properly unoccupied
(antibond or Rydgberg) non-Lewis NBO orbitals resemble to a stabilizing
donor-acceptor interaction. NBO analysis has been performed on the title
molecule at the B3LYP/6-311++G(d,p) level in order to elucidate the intra
molecular, rehybridization and delocalization of electron density within the
molecule. The strong intramolecular hyper conjugative interaction of the o
and 7 electrons of C - C to the anti C - C bond of the ring leads to
stabilization of some part of the ring as evident from Table 3.7. The strong
intramolecular hyperconjugative interaction of ¢ (C; — Cg) distributes to
G*(C6 — C;7,C; = Cyp and Cg — Cy of the ring. On the other hand, side the
(C; — Cy) in the ring conjugate to the anti-bonding orbital of m*(N, — C)
*(Cy — Cyp) and w*(Cy; — Cyp) which leads to strong delocalization of
27.97, 24.32 and 20.70 kJ/mol respectively. The ¢ system shows some
contribution to the delocalization corresponds to the donor - acceptor
interactions are (N; — Np) = (C3; — Oy), (Cs — C7), (N; — C3) = (N, — Cy),
(N1 = Hig) 2 (C5 = Ns), (N2 = Cg) > (N} = ), (Cs — Cy) (C7 — Cy)
bondings are shown in the Table 3.7. LP (1) Ns antibonding acceptor 7 (C;
— Oy) of the 4BSC energy of 54.81 kJ/mol. The most important interaction
energy, related to the resonance in the molecule is electrons donating from

antibonding donor ©*(Cy — Cyg) to the antibonding acceptor n*(C; — Cy),
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w*(Cy; — Cy,) with large stabilization energy of 250.04, 204.06 kJ/mol as
shown in Table 3.7.

3.10. Other molecular properties
3.10.1. Molecular electrostatic potentials (MEP)

The molecular electrostatic potential (MEP) is related to the
electronic density and is a very useful descriptor for determining sites for
electrophilic and nucleophilic reactions as well as hydrogen bonding
interactions  [52-54]. Molecular electrostatic  potential (MEP)
simultaneously displays molecular shape, size, and electrostatic potential
in terms of colour grading. MEPs map has been found to be a very helpful
tool in the analysis of the correlation amid molecular structures with its
physiochemical property relationship, including biomolecules and drugs
[55]. MEPs map of the (E)-1-(4-bromobenzylidene)semicarbazide (4BSC)
generated at the optimized geometry of the title molecule using GaussView

5.0 program is shown in Fig 3.11.

Fig. 3.11. Total electron density mapped with molecular electrostatic
potential surface of 4BSC
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The various values of the electrostatic potential at the surface are
represented by various colours. The colour scheme for the MEP surface is
red-electron rich, partially negative charge (electrophilic reactive center);
blue-electron deficient, partially positive charge; light blue-slightly
electron deficient region (nucleophilic reactive center); yellow-slightly
electron rich region; green- neutral, respectively. The potential increases in
the order red < orange < yellow < green < cyan < blue. It can be seen that
the negative regions are mainly over the O, atoms. Negative (red colour)
and positive (blue) regions of electrostatic potential are associated with
electrophilic and nucleophilic reactivity. The majority of light green region
MEP surface resemble a potential halfway between two extremes red and
dark blue colour. The negative molecular electrostatic potential resembles
an attraction of the proton by the evaluate electron density in the molecule
(shades of red), the positive electrostatic potential corresponds to the
repulsion of the protons by the atomic nuclei (shades of blue). According
to these calculated results, the MEP map illustrates that the negative
potential sites are on oxygen and nitrogen atoms and the positive potential
sites as well are around the hydrogen atoms. These active sites found to be
clear evidence of biological activity in the title compound.

3.10.2. Antimicrobial activity

Synthesized compound was screened for its in-vitro antimicrobial
activity against bacterial and fungal strains by agar well diffusion method.
The activity was determined by measuring the inhibition zone diameter
values (mm/ml) of the investigated compound and antimicrobial activity of
4BSC against bacterial and fungal pathogens are shown in Fig. 3.12 and
3.13. The antimicrobial and solvent sensitivity test for both bacterial and

fungal strains were measured and mentioned in the Tables 3.8(a) and
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3.8(b). It is noted that the solvent itself has no activity on the microbes.
4BSC dissolved at two concentrations (100 pl and 200 ul ) were screened
for their antibacterial activity against four bacterial strains such as,
Enterobacter, Bacillus subtillis, Escherichia coli and K. pneumoniae and
three fungal strains such as, Candida albicans, A.niger and A.fumicatus
which were selected for the present investigation by the agar well
diffusion method. From Tables 3.8(a) and 3.8(b) shows a good activity of
4BSC against the three fungal strains Candida albicans, A.niger and
A.fumicatus. Moreover, it is found that synthesized compound exhibits
higher antifungal activity than antibacterial activity and the highest activity

is against 4.niger.

304
I 100ml
I 200 ml

25 - I Gentamicin

Zone of inhibition (mm/ml)

Enterobacter B subtillis E.coli K. pneumoniae
Bacterial strains

Fig. 3.12. A bar diagram for the antibacterial activity of 4BSC.
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Fig. 3.13. A bar diagram for the antifungal activity of 4BSC.

Table 3.8(a) Antibacterial activity of DMSO extracts

Bacterial DMSO Extract added and Zone of
pathogen inhibition (mm/ml)
100 pl 200 pl DMSO | Gentamicin

Enterobacter 10 12 - 30
Bacillus 10 13 - 28
subtillis
E.coli 11 14 - 31
K. pneumoniae 10 12 - 24
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Table 3.8(b) Antifungal activity of DMSO extracts

Fungal DMSO Extract added and Zone of inhibition
pathogen (mm/ml)
100 pl 200 pl DMSO | Amphotericin B
Candida - 10 - 10
albicans
A.niger 10 15 - 10
A.fumicatus 10 12 - 10

3.10.3. Molecular docking study

AutoDock suite 4.2.6 is a recently been used as an expedient to ol to
get insights into the molecular mechanism of protein-ligand interactions,
bind to a receptor of known three-dimensional structure. With the aim to
investigate the binding mode, a molecular modeling study was performed
using AutoDock Tools 1.5.6 for docking. The synthesis molecule was
selected to be docked into the active site of three receptors 3GFX [56],
4HOE [57] and 3EQA [58] of antimicrobial proteins which were
downloaded from RCSB'protein data bank. The ligand was docked into the
functional sites of the respective proteins individually and the docking
energy was examined to achieve a minimum value. AutoDock results
indicate the binding position and bound conformation of the peptide,
together with a rough estimate of its interaction. Docked conformation
which had the lowest binding energy was chosen to investigate the mode
of binding. The molecular docking binding energies (kcal/mol) and

inhibition constants (um) were also obtained and listed in Table 3.9.
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Fig. 3.14. Docking and Hydrogen bond interactions of 4BSC with chain A
of 3GFX protein structure

Fig. 3.15. Docking and Hydrogen bond interactions 4BSC with chain A of
4HOE protein structure
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Fig. 3.16. Docking and Hydrogen bond interactions 4BSC with chain A of
3EQA protein structure

Among them, 4HOE exhibited the lowest free energy at —6.98 kcal/mol
and most docked inhibitors interacted with the ligand within the 4HOE
binding site. They exhibited up to four N H- - -O hydrogen bonds
involving LEU 29, GLU 32, TRP 27and TRP 27 with RMSD being
7.65°A. The docking simulation shows the binding mode of the 4BSC into
34HOE. The 4BSC ligand interacts with different receptors are shown in
Figs. 3.14-3.16.
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Table 3.9

Hydrogen bonding and molecular docking with antimicrobial protein

targets

Protein | Bonded | No.of | Bond |Estimated | Binding | Reference

(PDB | residues | hydrog | distance | Inhibition | energy RMSD

ID) en (A) Constant | (kcal/mol) (A)
bond (um)

3GFX | PRO 69 2 22 20.12 -6.41 53.18
ARG 15 1.9

4HOE | LEU 29 4 2.0 7.65 -6.98 28.56
GLU 32 2.1
TRP 27 2.2
TRP 27 2.5

3EQA | GLU 204 3 1.9 73.94 -5.64 24.44
ARG 329 2.2
TRP 202 2.7

3.10.4. Thermodynamical properties

On the basis of vibrational investigations at B3LYP/6-311++G(d,p)

basis set, the standard statistical thermodynamic properties such as heat

capacity (C S.m)’ entropy (S ) and enthalpy changes (H ) for the (E)-1-

(4-bromobenzylidene) semicarbazide (4BSC) were calculated using perl

script THERMO.PL [59] and are shown in Table 3.10. From Table 3.10

shows, the thermodynamic functions are all values increasing with the

temperature ranging from 100 to 1000K due to the fact that the molecular

vibrations intensities increase with temperature. The correlation equation

among heat capacity, entropy, enthalpy changes with temperatures were

fitted by quadratic formulas and the corresponding fitting factors (R?) these
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thermodynamic properties are 0.99956, 0.99984 and 0.99938 respectively.
The correlations plot is shown in Fig. 3.17. The corresponding fitting

equations are follows:

(c 0 ) =25.9038 + 0.6436T — 2.8331 x 10™*T* (R*=0.99956) (3.10)
pm

(S2)=258.885+0.7796T - 2.1163 x 107*T*  (R*=0.99984) (3.11)

(H ) =-82479 +0.09863T — 1.6577 x 10°*T* (R* =0.99938) (3.12)

The thermodynamic functions grant very useful information for the
further study on the 4BSC. They can be used to calculate the other
thermodynamic energy according to the relationship of thermodynamic
functions and evaluate directions of chemical behavior according to the
second law of thermodynamics in the thermochemical field [60]. Notice:
All thermodynamic computation were ‘done in the gas phase and without

be used in the solution.
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Fig . 3.17. Correlation plot of thermodynamic properties at different
temperature of the 4BSC compound.
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Table 3.10

Temperature dependence of thermodynamic properties of 4BSC at B3LYP
/6-311++G(d,p)

T(K) cg‘m (J/molK) | SO (/molK) | HY (kJ/
mol)
100 88.56 331.14 6.210
200 140.79 408.43 17.66
298 191.97 474.26 34.00
300 192.9 475.45 34.36
400 240.11 537.58 56.07
500 279.44 595.54 82.12
600 311.04 649.39 111.7
700 336.41 699.31 144.12
800 357.08 745.63 178.83
900 374.21 788.7 215.42
1000 388.6 828.9 253.58
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CHAPTER - IV

Synthesis, Spectroscopic (FT-IR, FT-Raman, NMR, UV-Visible),
NLO, NBO, HOMO-LUMO, Fukui Function and Molecular
Docking Study of (E)-1-(5-Bromo-2-Hydroxy Benzylidene)
Semicarbazide

4.1. Introduction

Semicarbazide derivatives have received wide attention in the
current years because of their diverse biological activities and form an
important part of the molecular structures of significant drugs. This class
are important tridentate O, N, O-donor ligand. As biologically active
compounds, semicarbazides and its derivatives of (E)-1-(5-bromo-2-
hydroxybenzylidene) semicarbazide (15BHS) have exhibit interesting
biological activities, such as anticonvulsant, tuberculosis, antinociceptive
[1-3], anticancer, antifungal and antibacterial activity [4, 5]. Its chemical
formula is CgHgBrN;O,. Therefore it is important to analyze the
characterization of the title compound for future studies. Furthermore,
researchers are also very helpful for the theoretical calculation of the
experimental evidences since computational methods are reliable to
characterize the molecule because of their efficiency and exactness with
regard to the estimation of molecular properties. Vibrational spectroscopy
is a precious tool for the clarification of molecular structure and gives a

dynamical picture of the molecule.

V.L. Siji et al. [6] reported FT-IR and FT-Raman spectral studies
and DFT calculations of tautomeric forms of benzaldehyde-N(4)-
phenylsemicarbazone. A. Dhandapani et al. [7] reported synthesis,
structural, spectroscopic studies, NLO, NBO and HOMO-LUMO of (E)-1-
(3-methyl-2,6-diphenyl  piperidin-4-ylidene) semicarbazide  with
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experimental and theoretical approaches. S. Subashchandrabose et al. [8]
reported  Vibrational studies on (E)-1-((pyridine-2-yl)methylene)

semicarbazide using experimental and theoretical method.

Literature survey reveals that to the best of our knowledge, there is
no DFT studies, vibrational assignments, NLO activity and molecular
docking studies for title compound 15BHS. Considering these biological
importance of (E)-1-(5-bromo-2-hydroxybenzylidene) semicarbazide, this
work is mainly focused to the detailed structural behavior of the molecule.
FT-IR and FT-Raman spectra of 15BHS have been reported together with
the assignments of the vibrational modes supported by PED. The linear
polarizability («) and the first order hyperpolarizability (f) values
investigated molecule have been computed using DFT calculations.
HOMO-LUMO a study has been performed which aid to explain charge
transfer occurring in the molecule. Global reactivity descriptors such as
chemical hardness, softness - potential, electrophilicity index and
electronegativity have been computed. Docking investigation has been
performed to find out the hydrogen bond lengths and binding energy and

drug activity of the molecule.

4.2. Materials and Methods
4.2.1. Synthesis

For the synthesis of (E)-1-(5-bromo-2-hydroxybenzylidene)
semicarbazide  (15BHS) compound, solution of 2-hydroxy-5-
bromobenzaldehyde (1.56 g, 10 mmol) in ethanol (5 mL) was added with
aqueous solution of semicarbazide hydrochloride (1.11 g, 10 mmol) and
followed by 0.5 mL of con. HCI was added and the reaction mixture stirred
at room temperature for one hour. After completion of the reaction, the

solid product was filtered and washed with cold water and air dried.
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Finally the crude sample was recrystallised from ethanol. The scheme of

the synthesis is shown in Fig. 4.1.

6] OH
OH o]
H,O/ 1 h
mo T e /C&N\ A
Br = H Br = "N NH,

H

2-hydroxy-5-bromobenzaldehyde Semicarbazide hydrochloride (E)-1-(5-bromo-2-hydroxybenzylidene)
semicarbazide

Fig. 4.1. The scheme of the synthesis of 15SBHS

4.2.2. Experimental

The FT-IR spectrum of the synthesis compound (E)-1-(5-bromo-2-
hydroxybenzylidene)semicarbazide (15BHS) was recorded in the region
4000-450 cm™ in evacuation mode using a KBr pellet technique with 1.0
cm’ resolution on a PERKIN ELMER ET-IR spectrophotometer. The FT-
Raman spectrum of the (15BHS) compound was recorded in the region
4000-100 cm™ in a pure mode using Nd: YAG Laser of 100 mW with 2
cm” resolution on a BRUCKER RFS 27 at SAIF, IIT, Chennai, India.
Carbon("*C) NMR and Proton ('H) NMR spectra were recorded in DMSO-
de using TMS as an internal standard on a Bruker high-resolution NMR
spectrometer at 400 MHz at CAS in Crystallography & Biophysics,
University of Madras, Chennai, India. The ultraviolet absorption spectrum
of the sample is examined in the range 250-600 nm using UV-1700 series

recording spectrometer.

4.2.3. Computational details

Gaussian ’09 program package [9] has been used to calculate
optimized molecular geometry, vibrational wavenumbers and NLO activity
using DFT/B3LYP method with the 6-311++G(d,p) basis set. To avoid the

systematic errors caused by basis set incompleteness, negligence of
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electron correlation and vibrational anharmonicity a general scaling factor
of 0.961was used to scale the computed wavenumbers. Additionally, the
compute vibrational frequencies were revealed by means of the potential
energy distribution (PED) investigation of all the fundamental vibration
modes by using VEDA 4 program [10] used in previous studies by many
researchers [11-13]. NBO 3.1 program was implemented for natural
bonding orbital calculation [14]. In order to understand the electronic
properties, the theoretical UV-Vis spectra have been investigated by TD-
DFT method with 6-311++G(d,p) basis set for the DMSO and gas phase.
The proton and carbon NMR chemical shift were calculated with the
gauge-including atomic orbital (GIAO) approach by applying B3LYP/6-
311++G(d,p) method of the title molecule and compared with the
experimental NMR spectra. Molecular docking (ligand-protein)
simulations have been performed by using autoDock 4.2.6 software

package.

4.3. Results and discussion
4.3.1. Molecular geometry

The numbering system adopted in the molecular structure of 15BHS
is obtained from Gaussian 09W and GaussView 5.0 programs are shown in
Fig. 4.2. The bond parameters (bond length and bond angles) of the 15SBHS
molecules are listed in Table 4.1 using DFT/B3LYP method with 6-
311++G(d,p) basis set.
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Table 4.1

Geometrical

parameters

optimized in

(E)-1-(5-bromo-2-

hydroxybenzylidene)semicarbazide bond length (A) and bond angle (°).

Bond Experi | B3LYP/6- | Bond angle(°) | Experi B3LYP/6-
length(A) | mental® | 311++G(d,p) mental® | 311++G(d,p)
N1-N2 1.378 1.35 N1-C3-N5 117.4 114.8
N1-C3 1.376 1.396 N2-C6-C7 120.6 121.7
N1-H15 0.944 1.016 N2-C6-H18 118.9 121.3
N2-C6 1.287 1.284 04-C3-N5 - 125.2
C3-04 - 1.219 C3-N5-H16 124.0 121
C3-N5 1.350 1.359 C3-N5-H17 117.2 117.7
N5-H16 0.944 1.006 H16-N5-H17 120.5 121.2
N5-H17 0.944 1.005 C7-C6-H18 118.9 117
Co6-C7 1.446 1.463 C6-C7-C8 120.8 119.7
C6-H18 0.960 1.091 C6-C7-C12 121.4 122
C7-C8 1.406 1.408 C8-C7-C12 117.3 118.3
C7-C12 1.406 1.404 C7-C8-C9 120.8 120.5
C8-C9 1.385 1.395 C7-C8-013 117.6 117.5
C8-013 1.360 1.369 C7-C12-Cl11 120.8 120.6
C9-C10 1.387 1.39 C7-C12-H21 118.3 118.7
C9-H19 0.960 1.086 C9-C8-013 120.6 121.9
C10-C11 1.387 1.393 C8-C9-C10 120.8 120.6
C10-H20 0.960 1.082 C8-C9-H19 119.6 119.8
C11-C12 1.387 1.384 C8-013-H22 - 110
Cl11-Brl4 - 1.918 C10-C9-H19 119.6 119.6
C12-H21 0.960 1.081 C9-C10-C11 120.6 118.9
0O13-H22 0.874 0.963 C9-C10-H20 119.7 120.3
Bond Experi | B3LYP/6-

angle(®) mel‘:tala 311++G(dp) | CHI-CI0-H20 | 1197 120.7
N2-N1-C3 120.3 122.7 C10-C11-C12 20.8 121.1
N2-N1-H15 121.8 121.8 C10-C11-Br14 - 119.4
N1-N2-C6 120.3 118.2 C12-C11-Br14 - 119.6
C3-N1-H15 117.2 115.5 C11-C12-H21 119.6 120.7
N1-C3-04 - 120
* Taken from Ref [17]
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Fig. 4.2. Optimized geometric structure with atoms numbering of 15SBHS

To the best of our knowledge, exact experimental data on the
geometrical parameters of 15BHS are not available in the literature.
Therefore, the crystal data of a closely related molecule such as 2-[(E)-4-
Diethylamino-2-hydroxybenzylidene] hydrazinecarboxamide [15] is
compared with that of the title compound. From the calculated values, it is
found that most of the optimized molecular bond lengths are slightly
higher than the experimental values due to the fact that the experimental
XRD results were carried out in the solid state and theoretical calculations

were carried out in the gas phase.

This title molecule has seven C - C bond lengths, four C - H bond
lengths, three (C - N, N - H) bond lengths, two C — O bond lengths and one
(N - N, C - Br, O - H) bond lengths respectively. The highest bond length
was calculated for Cs— C found to be 1.466 A (experimental) and 1.463 A
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(theoretical) respectively. The calculated bond length values for C-C and
C-H in the benzene ring vary from 1.385-1.446 A and 0.960-1.091 A by
B3LYP/6-311++G(d,p) basis set and well agreed with experimental values
[15]. They found to be slightly difference at all levels of calculations. The
homonuclear bond lengths (C-C and N-N) are higher than the
heteronuclear bond lengths (C-H and N-H). The important reasons for the
same charges are repulsive and opposite charges are attractive.

4.3.2. Vibrational analysis

Vibrational spectroscopy is used extensively in organic chemistry
for the identification of functional groups of organic compounds, the study
of molecular confirmations, kinetics, reaction etc. The complete vibrational
assignments of fundamental modes of 15BHS along with the PED are
given in Table 4.2. The title molecule consists of 22 atoms, which has 60
normal modes of vibration. Potential energy distribution (PED) was
computed for each normal mode among the symmetry coordinates of the
molecule. Based on the computed PED values and FT-IR intensities and
FT-Raman band activities a detailed assignment of the fundamentals was
proposed. The calculated wavenumbers are scaled using the scaling factor
0.961 [16]. The comparative observed and simulated FT-IR and FT-Raman
spectra are shown in Fig. 4.3 and 4.4. The calculated vibrational
frequencies (Unscaled and Scaled), IR intensity, Raman activity are

tabulated in Table 4.2.

4.3.2.1. NH,vibrations

The NH, group has two (N-H) stretching vibrations, first one
asymmetric and another one symmetric. The asymmetric stretching for the
NH,, CH, and CHj; has a magnitude higher than the symmetric stretching

[17].The aromatic structure shows the presence of C-H and N-H stretching

163



vibrations above 3000 cm™ which is the characteristic region for ready
identification of this structure [18, 19]. The title compound has only one
NH, group and hence one symmetric and one asymmetric N-H stretching
vibrations in NH, group are expected. The symmetric NH, stretching
vibrations appear from 3420 to 3500 cm™” [20]. The theoretical
wavenumbers computed using the B3LYP/6-311++G(d,p) method
identified at 3603 and 3470 cm™ [mode no 59, 58] are assigned to NH,
asymmetric and symmetric stretching vibrations contributing 60 and 99%
to the PED. In this work, the FT-Raman band at 3617(vw) cm’' has been
assigned to NH, asymmetric stretching vibrations. The NH, symmetric
stretching vibrations observed in the FT-IR and FT-Raman have strong and
very weak intensity bands. The experimental FT-IR and FT-Raman
symmetric stretching bands found at 3469(s) cm™ and 3470(vw) cm™.

_r]l- Y R

B3LYP/6-3114+G(d,p)

Transmittance (%)

Experimental

1 1 1 1 1 1 1
4000 3500 3000 2500 2000 1500 1000 500
Wavenumber (cm” l)

Fig. 4.3. FT- IR spectra of 15BHS
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Table 4.2
Observed and calculated vibrational frequency of 15BHS at B3LYP
method with 6-311++G(d,P) basis set.

Experimental Theoretical
wave number (cm™) | wave number(cm™) Assignments (PED)*
FTIR | FT-Raman | Unscaled | Scaled®
- - 3838 3689 |y OH(100)
- 3617(vw) 3749 3603 | v, NH,(60)
3469(s) 3470(vw) 3611 3470 | ys NH(99)
3360(w) | 3385(vw) 3523 3386 |y NH(100)
- - 3216 3091 |y CH(100)
- 3077(m) 3206 3081 - |y CH(97)
3051(m) 3059(m) 3157 3034 |y CH(97)
2968(m) 2970(w) 3095 2974 |y CH(100)
1696(vs) 1711(w) 1780 1710 |y OC(69)
1594(vs) 1602(vs) 1661 1596 |y NC(64)
- 1568(vs) 1633 1569 |y CC(44)+p CCC(10)
- - 1609 1547 |y CC(44)+p CCC(12)
- 1517(w) 1591 1529 | B HNH(75)
1475(vs) 1476(s) 1516 1457 | B HNN(13)+ HCC(28)
1424(s) 1432(w) 1497 1439 | B HCN(12)+p HNN(35)
1386(w) 1443 1386 |y CC(48)+p HCC(15)
1341(s) 1345(w) 1398 1343 | y NC(38)+p OCN(14)+p
HNH(13)+ HNN(16)
- - 1375 1322 |y NC(10)+p HCN(52)+B
HNN(12)
1300(w) 1301(s) 1346 1293 | BHOC(21)+y CC(48)+p
HCC(11)
1258(s) 1242(m) 1300 1249 |y OC(13)+p HCC(42)
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1204(m) | 1208(w) 1271 1221 |y CC4)+p HCCQ1)
1186(s) | 1161(s) 1236 1188 |y CC(18)+B HOC(16)+B
CCC(11)y+p HCN(11)
1163(s) 1186 1140 | BHOCQ21)+B
HCC(18)+y CC(14)
1128(w) 1176 1130 |y NN(49)+B HOC(10)
1079(s) | 1081(m) 1122 1078 |y CC(20)+B HCC(14)+B
HOC(13)
1095 1052 |y CC(35)+B HCC(16)
1019(m) 1082 1040 | B HNC(51)
942(w) | 937(m) 998 960 | B NNC(12)+y NC(58)
- 953 916 |t HCNN(80)
900(w) | 902(m) 936 900 |t HCCC(62)
875(w) - 903 868" |y BrC(25)+B CCC(17)+y
CC(17)+y NC(15)
- 900 865 |1 CCCC(10)+t
HCCC(64)
817(w) | 784(m) 827 794 | B CCC29)+y OC(17)
778(s) - 803 772 | OUT 0CCC(15)+
HCCC(79)
707(m) - 753 724 | OUT ONNC(87)
681(m) - 708 681 | 1CCCC(33)+OUT
CCCC(40)
627(m) | 631(m) 663 637 | BNCC(11)+p
NCN(11)+§ CCC(30)
- 613(w) 627 602 |y OC(10)+y BrC(15)+8
OCN(11)+B NNC(14)+B
CCC(15)
627 603 | B CCCR6)+B
NCN(12)+B CNN(11)
558(w) 574 552 |t HNCN(80)+t

HNNC(13)
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Fig. 4.4. FT-Raman spectra of 15BHS
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4.3.2.2. C-H vibrations

In the aromatic compounds, the C-H stretching wavenumbers appear
in the range 3000-3100 cm™ which are the characteristic region for the
ready identification of C-H stretching vibrations [21]. The C-H stretching
and bending regions are of the most difficult regions to interpret in infrared
spectra. The nature and position of the substituent cannot affect these
vibrations. Most of the aromatic compounds have almost four infrared
peaks in the region 3080-3010 cm™ due to ring C-H stretching bands [22].
In this present study, the C-H stretching vibrations are observed at 3091,
3081, 3034 and 2974 cm’'[mode nos 56-53] by B3LYP/6-311++G(d,P)
method show good agreements with experimental vibrations. The bands
observed in the recorded FT-IR spectrum 3051(m), 2968(m) cm™ and with
the FT-Raman spectrum bands at 3077(m), 3059(m), 2970(w) cm™'. The
PED corresponding to this pure mode of title molecule contributed 100, 97,

97 and 100% is shown in Table 5.2.

4.3.2.3. C-Br Vibrations

The most aromatic bromo compounds C-Br stretching vibrations
occur in the region 650-395 cm™ [23]. The vibration belonging to the bond
between the ring and the Bromine atom is salient as a combination of
vibrations is possible owing to the presence of heavy atom [24]. The C-Br
stretching vibrations for title molecule is assigned at 868, 602, 280 cm™
(mode no 30, 23, 13)in B3LYP/6-311++G(d,p) and 875(w) cm™ in FT-IR
and 613(w), 279(m) cm™ in FT-Raman with a PED of 25, 15 and 25%.

4.3.2.4. C-C ring vibrations
The C-C stretching vibrations are expected in the range from 1650

to 1100 cm which are not significantly influenced by the nature of the
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substituents [25]. The C-C stretching vibrations of the 15BHS compound
were observed from1570 to 865 cm™. In this present study, the C-C
stretching vibrations are found at 1300(w), 1204(m), 1186(s), 1163(s),
1079(s), 875(w) cm™ in FT-IR and 1568(vs), 1386(w), 1301(s), 1208(w),
1161(s), 1081(m) cm’ in FT-Raman respectively. The theoretical
wavenumbers at 1569, 1386, 1293, 1221, 1188, 1140, 1078 and 868 cm’
(mode no 50, 45, 42, 40, 39, 38, 36, 30) are assigned as C-C stretching
vibrations with PED contribution of 44, 48, 48, 18, 24, 18, 40 and 17%

respectively.

4.3.2.5. C-N vibrations

The C-N stretching frequency is a very tough task since it falls in a
composite region of the vibrational spectrum, i.e., mixing of several bands
are possible in this region [18] assigned C-N stretching absorption in the
region 1386-1266 cm™ for the aromatic compound. The bands observed at
1594(vs), 1341(s), 942(w), 875(w) cm™ in FT-IR and 1602(vs), 1345(w),
937(m) cm™ in FT-Raman are assigned as N-C stretching vibrations. The
theoretically scaled wavenumbers calculated at 1596, 1343, 960 and 868
cm’ (mode no 57, 38, 33, 30) are assigned as C-N stretching vibrations

with PED contribution of 64, 38, 58 and 15% respectively.

4.4. NMR spectral analysis

The NMR spectroscopy is one of the most important techniques for
the structural conformational analysis for the organic compounds. We used
this technique ('H and 3C NMR) due to the useful, common to have more
information about the studied molecule. The experimental and theoretical
values for carbon ("°C) and proton (‘"H) NMR of the title compound are
given in Table 4.3. The experimental ’C and 'H NMR spectra were
recorded in a DMSO-d¢ solvent are shown in Figs. 4.5 and 4.6. The
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theoretical °C and 'H chemical shifts are calculated for the optimized

geometry to obtain from B3LYP/6-311++G(d,p) using GIAO method [26].

There are eight carbon atoms (in the ring) in the 15BHS molecule. The
result in Table 5.3 shows that the range carbon ('*C) NMR chemical shifts
of the typical organic molecule usually > 100 ppm [27-29]. In this work,
aromatic carbons are observed from 123 to 157 ppm in carbon (13C) NMR
spectrum for the 15BHS molecule. The oxygen (O) and nitrogen (N)
atom’s high electronegative property polarizes the electron distribution in
its bond to the adjacent carbon atom and decreases the electron density at
the bridge for the title molecule. Therefore, the chemical shift value seems
to be moderately high for the title molecule DMSO-d6 solvent under study
at 156.78 and 154.93 ppm (C3, C8). The calculated >C NMR chemical
shift values well coincides with the experimental values.

1
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Fig. 4.5. *C NMR spectrum of 15BHS (Experimental)
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Fig. 4.6. "H NMR spectrum of 15BHS (Experimental)

There are also eight hydrogen atoms (ring, NH and NH, group) in
the title molecule. The "H NMR observed chemical shift values at 8.07,
6.82, 6.55,10.23, 7.29, 8.05, 10.28, 6.79 ppm with the theoretical chemical
shift values at 8.71, 6.54, 5.57, 9.39, 7.89, 8.41, 10.54, 6.03 ppm for Hs,
Hie, Hi7, His, Hio, Hyo, Hay and Hyp,. The predicted all chemical shift values

are in good agreement with the experimental values.
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Table 4.3

Theoretical and experimental >C and 'H isotropic chemical shifts [with
respect to TMS, all values in ppm] for 15BHS molecule

Chemical shifts (ppm)
Atom Experimental | B3LYP/6-311++G(d,p)
3 156.78 156.81
C6 132.40 133.17
c7 111.05 111.95
cs8 154.93 153.50
9 118.13 120.02
C10 134.90 135.60
Cll 128.14 128.83
c12 123.36 123.94
HI5 8.07 871
H16 6.82 6.54
H17 6.5 5.57
HIS 10.23 9.39
H19 7.29 7.89
H20 8.05 8.41
H21 10.28 10.54
H22 6.79 6.03
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4.5. Electronic properties

UV-Visible spectra analyses of 15BHS have been investigated by
experimental and theoretical calculation. Time-dependent density
functional theory (TD-DFT) has recently emerged as a great tool for
examining the static and dynamic properties of the molecules in their
excited states, allowing for the best compromise between accuracy. The
experimental and theoretical UV-Visible comparison spectrum of title
molecule is shown in Fig. 4.7. Absorption maximum (A.,x) of our title
molecule is calculated by TD-DFT/B3LYP method with 6-311++G(d,p)
basis set. The calculation of molecular orbital geometry shows that the
visible absorption maxima of the 15BHS resemble the electronic transition
from HOMO to LUMO. The experimental UV-Vis spectra of 15BHS
molecule were used to DMSO solvent and theoretical calculations were
carried out in the DMSO and gas phase. The UV-Vis spectra absorption
maximum (Ay,y) values 286 (Experimental), 290 and 288 nm (Theoretical)
are listed in Table 4.4. The X, is a function of substitution, the more
electrons pushed into the ring, the larger A, [30]. The band gap energy
was calculated by the formula, E = hc/A. Here h and ¢ are constant; A is the
cut off wavelength. The calculated results involving the absorption
wavelength, band gap energy, excitation energies and oscillating strength
are carried out compared with experimental data. The energy difference
between HOMO and LUMO orbits is called as band gap that is important
stability for structure [31]. HOMO and LUMO is related to the ionization
potential and electron affinity. The HOMO and LUMO energies, the
energy gap (AE), the ionization potential (I), the electron affinity (A), the
absolute electronegativity (), and softness (S) and the absolute hardness
() for the 15BHS molecule have been calculated at B3LYP/6-
311++G(d,P) basis set (Fig 4.8) and the result are given in the Table 4.5.
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Fig. 4.7. UV-Vis spectra of 15BHS (Experimental, Theoretical (DMSO,
GAS phase))
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Fig. 4.8. Atomic orbital HOMO — LUMO composition of the frontier
molecular orbital for 15BHS

175



Table 4.4 The UV—vis wavelength (L), band gap energy (AE), and
oscillator strength (f) for 15BHS calculated by TD-DFT/B3LYP method

Experimental TD-DFT/B3LYP-311++G(d,p)

DMSO Gas phase
Amax Band

(mm) | gap (ev) | Ae Band Energy | A. | Band gap | Energy
(m) | 8P V) | (em™) | (m) | (V) | (emD)

290 4.2866 34457 288 43164 34721

286 4.3465 250 4.9725 39850 253 4.9135 39456

232 5.3582 42992 228 5.4523 43768

Table 4.5

Calculated energy values of title compound by B3LYP/6-311++G(d,p)
method.

Basis set B3LYP/6-311++G(d,p)
Enowmo (eV) -6.3092
Erumo (eV) -2.0833
Tonizationpotential 6.3092
Electron affinity 2.0833
Energy gap (eV) 4.2259
Electronegativity 4.1962
Chemical potential -4.1962
Chemical hardness 2.1129
Chemical softness 0.2366
Electrophilicity index 4.1668

By using HOMO and LUMO energy values for a molecule,

electronegativity and chemical hardness can be calculated as follow:

1= % (Electronegativity) (5.1)
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—_ 4
2

(5.2)

(Chemical potential)

n= % (Chemical hardness)

(5.3)
s=1/2n (chemical softness), o=p*/2n (Electrophilicity index)

Where I and A are ionization potential and electron affinity; I = — Eyomo
and A = — Epywmo respectively [32]. The energy gap of title molecule is
calculated experimentally by UV-Visible spectrum is 4.3465 eV, the
Energy gap is calculated theoretically by TD-DFT (DMSO and gas phase)
method is 4.2866 and 4.3164 eV and from HOMO-LUMO diagram is
4.2259 eV. All energy gap values are very good agreements which are
listed in Table 4.4 and 5.5.

4.6. Hyperpolarizability calculations

The first order hyperpolarizability (Pi.) of this novel molecular
system the related properties (i, o and Aa) of 15SBHS were investigated by
DFT/ Becke-3-Lee-Yang-Parr method with 6-311++G(d,P) basis set, is
based on the finite-field approach. Non-linear optical (NLO) is the
forefront of present research because of its significance in grants the key
functions of frequency shifting, optical modulation, optical switching,
optical logic, and optical memory for the emerging technologies in areas
such as telecommunications, signal processing, and optical
interconnections [33]. Hyperpolarizability are very sensitive to the basis
sets and level of theoretical approach employed [34-36], that the electron

correlation can change the value of hyperpolarizability.
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The non-linear optical response of an isolated molecule in an electric
field E; (o) can be represented as a Taylor series enlargement of the total
dipole moment, L, induced by the field:

Heot = Ho + ayjEj + BykEjEx + .. (5.4)
Where a is the linear polarizability, i, is the permanent dipole moment and
Bii are the first hyperpolarizability tensor components. The isotropic (or

average) linear polarizability is defined as:

o= w (5.5)

The first order hyperpolarizability is a third rank tensor that can be
described by 3x3x3 matrix. The 27 components of 3D matrix can be

abridged to 10 components owing to the Kleinman symmetry [37]

.Components of the first hyperpolarizability can be reckoned using the

following equation:

Bi = Bui + Xi=j(Bijj + Bjij + Bjji) (5.6)

Using the x, y and z components of f, the magnitude of the first
hyperpolarizability tensor can be calculated by:

Brot = /(B + B; + BZ) (5.7

The entire equation for reckoning the magnitude of B from Gaussian

09W program output is given a follows:

ﬁtot = \/(,Bxxx + ﬁxyy + ﬁxzz)z + (,Byyy + ﬁyzz + Bxxy)z + (ﬁzzz + ﬁxxz + ﬁyyz)z (58)

The calculations of the total molecular dipole moment (p),
linear polarizability (o) and first-order hyperpolarizability (B) from the

Gaussian output have been explained in detail previously [38], and DFT
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has been widely used as an efficient method to investigate the organic
NLO materials [39,40]. In addition, the polar properties of the 15BHS and
urea were computed at the DFT (B3LYP)/6-311++G(d,p) level using
Gaussian 09W program package.

Table 4.6

The values of calculated dipole moment (D), polarizability (o), first
order hyperpolarizability (Btot) components of 15BHS and Urea

Parame B3LYP/6-311++G(d,p) Parame B3LYP/6-
ters ters 311++G(d,p)
15BHS Urea 15BHS Urea
I -0.6634 1.0100 Box | 491.0058 | 24.2998
iy 2.0401 -1.4506 Bxxy | 463.5538 | -31.4542
uz 0 0 By | 397.2556 | 5.9597
w(D) 2.1452 1.7676 Byy | 223.9906 | -72.1057
Ox 198.2782 25.3561 Boxx -0.1970 | -0.01325
Oy 31.9154 0.5087 Bryz 0.0292 0.0078
Oy 199.3002 40.6306 Buyy 0.4411 0.0187
Oy, 0 0 Bere | -15.2079 | -0.9717
Oy, 0 0 Byz 0 37.6625
o 76.5808 40.1710 Bezz 0 0
o (e.s.u) | 2.3423X107% | 0.5244X107 | Btot | 9.6007X | 0.6230X
o (s | 5.403X107 | 0.6880x107 | (©sw | 107 10

Urea is the prototypical molecule utilized in investigating of the NLO
properties of the compound. For this reason, urea was used often as a
threshold value for comparative purpose. The calculated dipole moment
and hyperpolarizability values obtained from B3LYP/6-311++G(d,p)
methods are collected in Table 4.6. The first order hyperpolarizability of
15BHS with B3LYP/6-311++G(d,p) basis set is 9.6007 x 107 fifteen
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times greater than the value of urea (B, = 0.6230 x 10 esu). From the
computation, the high values of the hyperpolarizabilities of 15BHS are
probably attributed to the charge transfer existing amid the benzene rings
within the molecular skeleton. This is evidence for the nonlinear optical

(NLO) property of the molecule.

4.7. Donor- acceptor interactions

The second order fock matrix was carried out to investigate the
donor-acceptor interactions in the NBO analysis [41]. NBO analysis has
been carried out on the (E)-1-(5-bromo-2-hydroxybenzylidene)
semicarbazide at the B3LYP/6-311++G(d,p) level in order to elucidate the
intra molecular, rehybridization and delocalization of electron density
within the molecule. The higher the E(2) value, the molecular interaction
between electron donors and electron -acceptors is more intensive and the
greater the extent of conjugation of the entire system. Delocalization of
electron density amid occupied Lewis-type (bond or lone pair) NBO
orbitals and properly unoccupied (antibond or Rydgberg) non-Lewis NBO

orbitals resemble to a stabilizing donor-acceptor interaction.

The strong intramolecular hyper conjugative interaction of the ¢ and
m electrons of C-C to the anti C - C bond of the ring leads to stabilization
and evidence of some part of ring values are listed in Table 5.7. The strong
intramolecular hyperconjugative interaction of ¢ (C;-Cg) distributes to
o’ (Cs— C7,C7— Cy; and Cg — Cy of the ring. On the other hand, side the ©
Cs- Cg in the ring conjugate to the anti-bonding orbital of n*(N, — Cg),

*(Cy — Cyp) and n*(Cy; - Cy,) which leads to strong delocalization of
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Table 4.7 Second order perturbation theory analysis of Fock matrix in
NBO basis for 15BHS

Donor(i) | Type | Acceptor(i) | Type | “E(2) (KJ | "EWJ)-E(i) | F(Lj)
mol™) (a.u.) (a.u.)

Ni-G; o N,-Cs o* 2.27 1.49 0.052

Ni-Hys o} C;3-N; o* 3.79 1.14 0.06
N-Cs o} Ce-C, o* 4.38 1.56 0.074

N,-Cs b C-Cs ¥ 12.89 0.38 0.069

C5-04 b C;5-04 ¥ 2.56 0.38 0.031

Ns-Hyg c C;-0y4 c* 4.12 1.31 0.066
Ns-Hy; o Ni-C; c* 4.33 1.11 0.063
Ce-C, o N;-N, c* 4.54 1.13 0.064

N,-Cs c* 4.44 1.39 0.071

C-Cs c* 5.67 1.38 0.079

C-Cypy o* 6.84 1.40 0.087

Cs-His o C-Cypy o* 4.72 1.19 0.067

C-Cg o Ce-C5 o* 6.20 1.38 0.083

C<Cyy o* 7.10 1.40 0.089

Cs-Co o* 5.98 1.38 0.081

C;-Cq T N,-Cs * 26.58 0.29 0.082

Co-Cy * 19.57 0.31 0.071

C1-Cpz * 25.11 0.31 0.08

C,-Cpy o Ce-C, o* 7.25 1.36 0.089

Ce-Hig c* 3.05 1.11 0.052

C-Cs c* 7.06 1.37 0.088

Cs- Oy c* 4.53 1.08 0.063

C1-Cp2 c* 5.76 1.39 0.08

Cy1-Bryy c* 6.27 0.84 0.065

Cs-Co o Ce-C c* 3.51 1.39 0.062
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C;-Cs o* 6.89 139 | 0.088

Co-Cro | o* 481 140 | 0.073

CoCo | © Cs-Co o* 438 1.38 0.07
Cs-O1; | o* 4.46 1.10 | 0.063

Ci-Bru | o* 6.14 086 | 0.065

Co-Cy | m C,-Cy o 23.26 032 | 0.079
Ci-Cp, | w* 18.65 0.31 0.069

CiCy | o Ci-Cp, | o* 5.40 142 0078
CiHy | o Ci-Cp, | o* 4.69 1.17 | 0.066
Cu-Cpn | o C;-Cp, | o* 5.30 1.41 0.077
Ci-Ciy | o* 5.34 1.41 0.077

Cy-Cpn | = C7-Cs * 17.93 0.32 0.07
Co-Cro | m* 24:07 032 | 0.079

Ci-Bru| o C;-Cp, | o* 2.99 132 | 0.056
Co-Cro | o* 3.24 1.31 0.058

Corl | o C;-Cs o* 448 1.15 | 0.064
Ci-Cii ] o* 4.74 1.16 | 0.066

N, |LP(1)| No-Gq T 30.76 029 | 0.086
C3-0, T 52.73 030 |0.114

N,  |LP(1)| Ni-Hjs | o* 8.69 076 | 0.074
CeHy | o* 9.61 077 | 0.078

0, |LPQ2)| NG o* 24.29 068 | 0.117
C5-Ns o* 23.55 069 |0.116

Ns |LP(1)| Cs-O, T 54.89 028 | 0.116
O |LP(1)| CeCo o* 5.90 1.21 0.076
O |LPQ)| Cp-Cs T 26.09 038 | 0.097
Briu |LP3)| Cu-Cp | n* 10.02 033 | 0.055

"E@ means energy of hyper conjugative interaction (stabilization

energy)
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26.58, 19.57 and 25.11 kJ/mol respectively. Some important second order
perturbation energies and molecular orbital interactions investigated from
the NBO calculation are listed in Table 4.7, which shows the very
important interactions between Lewis and non-Lewis orbital with Oxygen
and nitrogen lone pairs. The very significant interaction between them was
the electron donation of LP(1) N;, LP(1) N5, LP(2) O3 and LP (2) O, to
the neighbouring antibonding acceptor 6*(N,-Cg), 6*(C;-Oy), n*(C3-O4),
n*(C7—C8), 6*(N;-C;) and o*(C;-Ns) of the 15BHS energy by 30.76,
52.73, 54.89,26.09, 24.29 and 23.55 kJ/mol.

4.8. Molecular electrostatic potentials (MEP)

Molecular electrostatic potential (MEP) simultaneously displays
molecular shape, size, and electrostatic potential in terms of colour
grading. MEPs map has been found to be a very helpful tool in the analysis
of the correlation amid molecular structures with its physiochemical
property relationship, including biomolecules and drugs [42]. MEPs map
and contour plot ~of the (E)-1-(5-bromo-2-hydroxybenzylidene)
semicarbazide (15BHS) generated at the optimized geometry of the title
molecule using GaussView 5.0 program is shown in Fig 4.9 and 4.10. The
various values of the electrostatic potential are represented by various
colours; red represented the regions of the most negative electrostatic
potential, blue represents the regions of the most positive electrostatic
potential and green presents the region of zero potential. The potential
increases in the order red < orange < yellow < green < cyan < blue. It can
be seen that the negative regions are mainly over the O4 atoms. Negative
(red colour) and positive (blue) regions of electrostatic potential are
associated with electrophilic and nucleophilic reactivity. The majority of

light green region MEP surface resemble a potential halfway between two
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extremes red and dark blue colour. The negative molecular electrostatic
potential resembles to an attraction of the proton by the evaluate electron
density in the molecule (shades of red), the positive electrostatic potential
corresponds to the repulsion of the protons by the atomic nuclei (shades of
blue). According to these calculated results, the MEP map illustrates that
the negative potential sites are on oxygen and nitrogen atoms and the
positive potential sites as well are around the hydrogen atoms. These active

sites found to be clear evidence of biological activity in the title compound.
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Fig. 4.9. Total electron density mapped with molecular electrostatic

potential surface of 15BHS.

184



Fig. 4.10. The contour map of electrostatic potential of 15BHS.
4.9. Fukui function

Fukui function plays a central role in study of chemical reactivity and
selectivity. It indicates the propensity of density to deform at a given
position in order to accept or donate electrons which are more prone to
undergo a nucleophilic or an electrophilic attack respectively. Fukui
functions such as nucleophilic attack, electrophilic attack and radical
attack have been calculated [43,44]. Fukui functions and local softness for
selected atomic sites in I5SBHS have been listed in Table 4.8. It has been
found that MPA schemes predict Bry4 has lower f,~ value indicates the
possible site for electrophilic attack. From Table 5.8 shows, MPA

schemes predict the reactivity order for the electrophilic case as Brj4 > Cy;
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> 04> N; > 03> Cyp> Cj, > Cg > Ns. The calculated f;* values predicts
that the possible sites for nucleophilic attack is C; and N; site and the
radical attack was predicted at C; and C; site. The title compound more
electrophilic attack than nucleophilic attack and radical attack. These

results show 15BHS compound act as more biological activity.

Table 4.8
Condensed fukui function f, and new descriptor (sf), for 15BHS.
Atoms | f," e £ s | s | s
N, 0.0203 | -0.0930 | -0.0363 | 0.0048 | -0.0220 | -0.0086
N, | -0.1205 | -0.0484 | -0.0845 | -0.0285 | -0.0115 | -0.0200
C; ]-0.0010 | 0.0145 | 0.0068 | -0.0002 | 0.0034 | 0.0016
O, |-0.0830 | -0.1209 | -0.1020 | -0.0196 | -0.0286 | -0.0241
N5 | -0.0188 | -0.0248 | -0.0218 | -0.0044 | -0.0059 | -0.0052
Ce¢ |-0.0584 | -0.0121 | -0.0353 | -0.0138 | -0.0029 | -0.0083
C, 0.1045 | -0.0105 |.0.0470 | 0.0247 | -0.0025 | 0.0111
Cg  |-0.0349 | -0.0379 | -0.0364 | -0.0083 | -0.0090 | -0.0086
Co ]-0.0238 | -0.0042 | -0.0140 | -0.0056 | -0.0010 | -0.0033
Cio |-0.0595| -0.0191 |-0.0393 | -0.0141 | -0.0045 | -0.0093
Cy | -0.1917 | -0.1116 | -0.1717 | -0.0454 | -0.0359 | -0.0406
Ci, |-0.0523 | 0.0514 |-0.0005 | -0.0124 | 0.0122 | -0.0001
O3 |-0.0166 | -0.0653 | -0.0409 | -0.0039 | -0.0154 | -0.0097
Brys | -0.1209 | -0.1166 | -0.1387 | -0.0286 | -0.0371 | -0.0328

4.10. Thermodynamic properties

Standard statistical thermodynamics function, heat capacity(C g,m)’

entropy (S T(;L) and enthalpy changes (H T(:L) were computed at B3LYP/6-
311++G(d,p) basis set by using perl script THERMO.PL [45] and are

listed in Table 4.9. Thermodynamic functions are all values increasing

186



with temperature ranging from 100 to 1000K due to the fact that the

molecular vibrations intensities increase with temperature.

The correlation equation among heat capacities, entropies, enthalpy
changes with temperatures were fitted by quadratic formulas and the
corresponding fitting factors (R”) these thermodynamic properties are
0.9993, 0.9997 and 0.9993 respectively. The correlations plot of those
shown in Fig 4.11.

The thermodynamic correlation fitting equation is follows:
(c gm) =33.8900 + 0.6906T - 3.1650 x 10T (R*= 0.9993)  (5.9)

(S2)=262.2796 +0.8729T — 2.5363 x 10”T* (R*=0.9997)  (5.10)

(H?2)=-10.0536+0.1164T — 1.6958 x 107*T* (R*=0.9993) ~ (5.11)
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Fig . 4.11. Correlation plot of thermodynamic properties at different
temperature of the 15BHS compound.
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Table 4.9

Temperature dependence of thermodynamic properties of 15BHS at
B3LYP /6-311++G(d,p)

T(K) Cg'm (J/ molK) | SO (J/ molK) | HY (kJ/ mol)
100 97.84 342.9 6.56
200 158.42 429.6 19.41

298.15 212.78 503.16 37.68
300 213.75 504.48 38.07
400 262.21 572.81 61.94
500 302.16 635.77 90.23
600 334.08 693.79 122.1
700 359.6 747.28 156.83
800 380.33 796.69 193.86
900 397.46 842.51 232.77
1000 411.86 885.15 273.26

All thermodynamic data provide useful information for further
studies. They can be used to compute other thermodynamic energies
according to relationships of thermodynamic functions and estimate
directions of chemical reactions according to the second law of

thermodynamics in thermo chemical field [46].

4.11. Antibacterial activity

Biological evaluations have been checked in term of antimicrobial
activities of target compounds against gram-positive (Enterobacter and
Bacillus subtilis), gram-negative (Escherichia coli and Klebsiella
pneumoniae) and three strains of fungus (Candida albicans, A.niger and
A fumicatus). Result for antimicrobial activities of target compounds are

presented in Table 4.10(a) and 4.10(b) and illustrated in Figs. 4.12 and
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4.13. Activity has been determined by measuring inhibition zone diameter
values (mm) of investigated compound. It is noted that the solvent itself
has no activity on the microbes. 15BHS dissolved at different
concentrations has been screened for their activity against bacterial strains.
The nutrient agar medium was prepared and sterilized by autoclaving at
121°C 15 lbs pressure for 15 minutes then aseptically poured the medium
into the sterile petriplates and allowed to solidify the Bacterial broth
culture was swabbed on each petriplates using a sterile buds. Then wells

were made by well cutter.

B 00 ml
301 B 200 il
: B Gentamicin

Zone of inhibition (mm/ml)
S o S ™
1 1 1 1

ol
1

Enterobacter Bacillus subtillis ~ F.coli K. pneumoniae

Bacterial straimns

Fig. 4.12. A bar diagram for the antibacterial activity of 15BHS.
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Fig. 4.13. A bar diagram for the antifungal activity of 15BHS.

The organic solvent extracts of leaves were added to each well
aseptically. This procedure was repeated for each Petri plates then the
petriplates were incubated at 37°C for 24 hrs. After incubation the plates
were observed for the zone of inhibition. 15BHS possess remarkable
antifungal activity against Candida albicans but it is comparatively low
when compared to the other pathogen A.niger. It is found that 15BHS has
high activity on A.niger with increase in concentration. So, antifungal

activity is more when compared with antibacterial activity.

190



Table 4.10(a) Antibacterial activity of DMSO extracts

Bacterial DMSO Extract added and Zone of
pathogen inhibition (mm/ml)
100 pl 200 pl DMSO | Gentamicin

Enterobacter 10 12 - 28
Bacillus 12 17 - 28
subtillis
E.coli 10 16 - 31
K. pneumoniae 10 16 - 26

Table 4.10(b) Antifungal activity of DMSO extracts

Fungal DMSO Extract added and Zone of inhibition
pathogen (mm/ml)
100 pul | 200 pl | DMSO | Amphotericin B
Candida 10 13 - 10
albicans
A.niger 10 15 - 10
A.fumicatus 10 12 - 10

4.12. Molecular docking study

Molecular docking is playing an increasingly important role in drug
design for the treatment of many diseases. This technique provides insight
into plausible protein-ligand interactions which can substantiate the
experimental result. The title molecule was selected to be docked into the
active site of three receptors Aspergillus fumigates (2X8R), Candida
albicans (4HOE) and Aspergillus niger (3EQA) of three fungal proteins
which was downloaded from RCSB protein data bank [47, 48]. However,

people with weakened immune systems or lung diseases are at a higher

risk of developing health problems due to 2X8R, 4HOE and 3EQA.
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The Graphical User Interface program ‘‘Auto- Dock Tools” was
used to prepare, run, and analyze the docking simulations. Kollman united
atom charges, salvation parameters and polar hydrogen’s were added to the

receptor for the preparation of protein in docking simulation.

Molecular docking software AutoDock 4.2.6 [49] Program supplied
with AutoGrid 4.0 and AutoDock 4.0 was used to produce grid maps. The
Lamarckian Genetic Algorithm (LGA) was chosen to investigate for the
best conformers [50]. During the docking process, a maximum of 100
conformers was considered for title compound. All the AutoDock docking
runs were performed in Intel(R) Pentium(R) CPU A1018 @ 2.10 GHz of
Acer system origin, with 2 GB RAM. AutoDock 4.2.6 was compiled and

run under Microsoft Windows7 operating system.

=
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Fig. 4.14. Docking and Hydrogen bond interactions of 15BHS with chain
A of 2X8R protein structure
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Fig. 4.15. Docking and Hydrogen bond interactions of 15BHS with chain
A of 4HOE protein structure

Fig. 5.16. Docking and Hydrogen bond interactions of 15BHS with chain
A of 3EQA protein structure
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Table 4.11

Hydrogen bonding and molecular docking with antifungal protein targets

Prote | Bonded | hydrogen Bond EIC BE RMSD
in residues bond distance | (um) | (kcal/m A)
interaction A) ol)

2X8R | ASN 206 NH...O 2.1 103.5 -5.44 33.94
GLN 211 OH...O0 2.1
THR 188 NH...O 1.9

4HOE | GLU 32 NH...O 1.8 11.76 -6.73 28.13
LEU 29 NH...O 2.1
LEU 29 O...NH 1.8

3EQA | GLU 204 NH...O 2.0 41.62 -5.98 24.38
TRP 202 NH...O 2.2
GLU 203 OH...O0 22

The ligand was docked into the functional sites of the respective
proteins individually and the docking energy was examined to achieve a
minimum value. AutoDock results indicate the binding position and bound
conformation of the peptide, together with a rough estimate of its
interaction. Docked conformation which had the lowest binding energy
was chosen to investigate the mode of binding. The molecular docking
binding energies (kcal/mol) and inhibition constants (um) were also
obtained and listed in Table 4.11. Among them, 4HOE exhibited the
lowest binding energy at -6.73 kcal/mol and most docked inhibitors
interacted with the ligand within the 4HOE binding site. They exhibited up
to three hydrogen bonds involving NH...O, NH...O and O...NH with
RMSD being 28.13 A. The docking simulation shows the binding mode of
the 15BHS into 4HOE. The I5BHS ligand interacts with different

receptors are shown in Figs. 4.13-4.15 reapectively.
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CHAPTER V

Summary and Conclusion
As said earlier, a great deal of research is currently being directed
towards the goal of accurate prediction of the vibrational spectra of the
molecules. In principle, the stated goal can be reached by known
theoretical methods. However in this work, rigorous theoretical analyses

based on quantum mechanical calculations were done.

In line with the above statement, FT-IR and FT-Raman spectra of
three semicarbazide molecules were recorded and subjected to the new
trends of theoretical methods based on quantum mechanical computations
by DFT/6-311++g(d,p) basis set for the spectral analyses. A detailed
vibrational spectral analysis has been carried out and assignments of the
observed fundamental bands have been proposed on the basis of peak
positions, relative intensities, fundamentals, overtones and combination
bands. The quantum mechanical computations were applied using suitable
software with DFT/6-311++G(d,p) higher basis sets. The difference
between the experimental and theoretical wavenumbers is very small for
most of the fundamentals. Therefore, the results presented in this work
indicate that this level of theory is reliable for the prediction of both

infrared and Raman spectra of the compounds.

The optimized molecular geometrical parameters such as bond
lengths and bond angles were calculated and compared with the related
XRD data. The compound has been synthesized and characterized by UV,
'HNMR and *CNMR spectral analysis. Moreover, Molecular electrostatic
potential, Fukui functions, thermodynamical property (entropy, enthalpy

and specific heat capacity), and first order hyper polarizabilites were
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calculated for the molecules. HOMO-LUMO analysis, UV-Visible,
Natural bond orbital analysis were carried out. In order to understand
electronic transitions of the compound, TD-DFT calculations on electronic
absorption spectra in gas phase and DMSO-dy solvent were performed.
The biological applications of semicarbazide derivatives molecule have
been screened for its antimicrobial activity and found to exhibit antifungal
and antibacterial effects. In addition, the Molecular docking was also

performed for the different antimicrobial receptors.

In this present study, the investigation on different structural
parameters such as geometrical parameters, structure conformation,
energy, NLO, NBO, MEP, Fukui function, antimicrobial and Molecular
docking and other molecular properties ;based on the structure and
substitution were elaborately discussed and reported separately. The entire
results obtained by this research work on the basis of substitutions in
semicarbazide derivatives, theoretical methods etc., the comparative

conclusions are listed below.

* The three semicarbazide derivative compounds (3BSC, 4BSC and
15BHS) were successfully synthesized and characterized. All the
molecules characterized by FT-IR, FT-Raman, UV-Vis, NMR and

tools derived from the density functional theory.

s In all the molecules, the theoretically calculated optimized bond
lengths are comparatively larger than the experimental values. These
indicate that the theoretical calculation refer to isolated molecules in

the gas phase while the experimental results belong to solid phase.

s The band gap energy was calculated. In the entire semicarbazide

molecule lower band gap energy is indentified. The lower band gap
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energy explains the eventual charge transfer interactions taking

place within the molecule.

The nonlinear optical (NLO) response was noticed in the 3BSC,
4BSC and 15CHS molecules. The computed first order
hyperpolarizability of all the molecules were 1.0475, 7.1223 and
9.6007 X 10 esu respectively suggest that the investigated

molecules have potential for future NLO applications.

Reactive sites for the all semicarbazide derivative compounds were
identified from MEP and Fukui function analysis. Stability of the
entire molecules arising from hyperconjugative interactions and

charge delocalization has been analyzed using NBO analysis.

The antimicrobial activity of all ‘the molecules 3BSC, 4BSC and
15BHS are found to be high. However the molecular docking results
of 15BHS molecule suggests that 15BHS molecule has higher

antimicrobial activity when compared to all other molecules.

Theoretical calculations gave the thermodynamic properties (heat
capacity, entropy and enthalpy) for the compounds. From these it is
observed that these thermodynamic functions were found to increase
with temperatures ranging from 100 to 1000 K. This can be
attributed as due to the fact that the molecular vibrational intensities

increase with temperature.

By analyzing the overall results obtained in this research on different
parameters, among DFT/B3LYP method, the results obtained by

6-311++G(d,p) basis set show a pleasing, accurate and precise
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qualitative agreement with the experimental findings by applying

suitable scaling factors.

Furthermore, we find that the results of this present work and all the
calculated data and simulations provide for a newer technique for the
characterization of molecule as well as provide scope for future researchers
who wish to carry out further investigations on these compounds and
establish their predictive activities and properties. The potency of the
technique is boundless and would be of immense help as and when new

frontiers are identified for its application.
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