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Abstract 

 
During the big data era, there is a continuous occurrence of developing the learning of 

imbalanced data gives a pathway for the research field along with data mining and machine 

learning concepts. In recent years, Big Data and Big Data Analytics having high eminence 

due to data exploration by many of the applications in real-time. Using machine learning will 

be a greater solution to solve the difficulties that occur when we learn the imbalanced data. 

Many real-world applications have to predict the solutions for highly imbalanced datasets 

with the imbalanced target variable. In most of the cases, the target variable assigns or having 

the least occurrences of the target values due to the sort of imbalances associated with things 

or events strongly applicable for the users who avail the solutions (for example, results of 

stock changes, fraud finding, network security, etc.). The expansion of the availability of data 

due to the rise of big data from the network systems such as security, internet transactions, 

finance manipulations, surveillance of CCTV or other devices makes the chance to the critical 

study of insufficient knowledge from the imbalance data when supporting the decision 

making processes. The data imbalance occurrence is a challenge to the research field. In 

recent trends, there is more data level and an algorithm level method is being upgraded 

constantly and leads to develop a new hybrid framework to solve this problem in 

classification. Classifying the imbalanced data is a challenging task in the field of big data 

analytics. This study mainly concentrates on the problem existing in most cases of real-world 

applications as an imbalance occurs in the data. This difficulty present due to the data 

distribution with skewed nature. We have analyses the data imbalance and find the solution. 
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This paper concentrates mainly on finding a better solution to this nature of the problem to be 

solved with the proposed framework using a hybrid ensemble classifier based on the Binary 

Cross-Entropy method as loss function along with the Gradient Boost Algorithm. 
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Introduction 

 

The pattern recognition having an important task is classification. There are many 

classification algorithms such as decision trees, nearest neighbor, SVM, Logistic 

Regression that have been developed and applied successfully in numerous applications. 

But, the imbalanced nature of a data set will lead to concentrate on difficulties that occur 

during the learning process of the classifiers. In the class distribution, the occurrence of 

many more instances of a particular class than other classes is called an imbalanced 

dataset. Due to the presence of rare instances, the classification rules may predict to 

ignore or not discover the tiny classes[1]. Classification is the supervised learning method 

and is used to classify the new unknown data instances based on the generated classifier. 

Classification is used in various domains having their applications practically in the 

research field. There are more imbalanced datasets that occur in real-world 

applications[2]. The availability and growth of raw data are explored at the highest rate 

due to the developments of science and technology in recent years. This created an 

opportunity for gathering the information also known as knowledge discovery and the 

research with data engineering leads to a variety of applications from a low level to a high 

level. Recently, the class imbalance problem was raised from industry and academia 

domains. The basic issue of the class imbalance problem is that it has to adjust to the 

existing algorithms significantly[3]. In many real-world applications, the distribution of 

data skewed with the appearance of classes with much more frequent samples called the 

majority class and the rare occurrence of samples known as a minority class. But there is a 

possibility of gaining useful and important knowledge from minority class too. To 

overcome this difficulty, there is a necessity to create a machine, learning-based 

intelligent model. This study is known as imbalanced data learning. Such a development 

more widely explored from the past two decades. This can be achieved through improving 

the classifiers at the algorithm level and even in the preprocessing stage by applying the 

concept of balancing data through sampling methods[4].  
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This paper coordinated as follows,related works are discussed in Section 2. Section 3 

dictates that finding a solution to the binary class imbalanced problem and the proposed 

algorithm Binary Cross Entropy-Gradient Boost Hybrid Ensemble Classifier (BCE-

GBHEC) organized and building ofthe proposed models using BCE-GBHEC are 

discussedin Section 4. Section5shows the experimental results and discussions in detail. 

Finally, Section 6presents the conclusion and future work.  

 

Related Works 

 

The authors like Z. Wu.et al. proposed an ensemble algorithm for handling the 

imbalanced data of insurance business and was found to be more suitable in the 

recommendation of an insurance product or customer analysis than the traditional 

classifiers SVM, Logistic Regression, etc. They gave a pathway for the researchers to 

explore the proposed algorithm to improve the accuracy value[5].Wang et.al proposed a 

model for fraud detection in credit cards based on the training data set using the C4.5 

algorithm as a base evaluator and solves the imbalance nature of the dataset by 

partitioning the dataset and clustering them as majority class and minority class using the 

nearest neighbor of each class center. [6].  

 

Sohony et al. presented an ensemble method by keeping the best of both random forest 

and neural networks which predicted the new sample with high accuracy and confidence 

level. This method experimented with the European cardholders dataset, the imbalanced 

one. They used two types of classification methods namely Random forests and Feed-

forward Neural Networks - 3 feed-forward neural networks and 2 random forest - 

ensemble methods to achieve their goals as to minimize the fraudulent sample's 

misclassification and also the normal sample's misclassification. They aggregated the 

results of individual classifiers and presented the final classifiers. They wanted to extend 

their future work is to improve the accuracy and handle the dataset with a text 

value[7].Huda et.al proposed an ensemble model for software defect prediction 

considering the real software class imbalance datasets from PROMISE Repository 

Software Engineering databases. Developing an accurate and fast system for fault 

detection as their future work[8]. Ren et al. proposed an oversampling technique with 

Entropy-based Wasserstein Generative Adversarial Network (EWGAN) to produce more 

minority samples of data in imbalanced learning. This method experimented with two 

highly imbalanced datasets namely vowel0 and page-blocks from keel repository [9].  
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Le et al. made an effort to solve the bankruptcy dataset with the occurrence of the class 

imbalance problem. The experiments resulted in that the RFCI framework produced better 

performance than the existing GMBoost algorithm. The future work will be concentrated 

on the investigation of finding the optimal bankruptcy model that finds the method to 

normalize the feature values and method for feature selection method and solving the 

class imbalance problem with the cost-sensitive method[10]. Wang et al.developed a 

hybrid model using XG-Boosting and Logistic Regression and is verified with the 

German Credit dataset to find the accuracy and compare the AUC value with other 

baseline models like SVM, Naive Bayes, Random Forest, XGBoost, LR and GLR. [11]. 

 

Finding a Solution to Binary Class Imbalanced Problem 

 

1) Problem Definition and Objectives of the Study 

 

The imbalanced data distributions lead to achieving an effective approximation of the 

given function y=f(x1, x2, …,xq) that the values of predictable values mapped into the 

target variable values based on the training set Td, i=1 to n. The mapping function used is 

given in (1), 

 

Φ(y): y → [1,0]      (1) 

 

Where y is the target variable which assigns ‘1’ for minority class and ‘0’ for majority 

class. We can also use the threshold relevance which gives the frontier and the target 

variable above that are relevant.  

 

The imbalanced classification problem is defined as the highly skewed data distribution of 

classes. i.e., the class has a highly unequal number of samples leads to an imbalanced 

classification nature. When a class having significantly fewer samples called a minority 

class and the other class having more samples called the majority class. This type of class 

imbalance distribution is known as a binary classification problem. In this study, we 

develop a framework for handling this type of datasets having binary classification[12]. 

 

Our contributions are given by, 

 

i. The given samples to be checked for the missing values 

ii. The verification of the imbalanced nature of the dataset to be carryout in order to 

find the number of minority class samples as well as majority class samples. 

iii. The imbalance ratio has been found. 



Webology, Volume 18, Number 1, April, 2021 

108                                                      http://www.webology.org 

iv. The given samples to be preprocessed with the sampling techniques(random 

sampling and oversampling). 

v. The main objective of the study is that finding a solution to the imbalanced 

classification problem by applying the proposed algorithm to an imbalanced dataset and 

the evaluation metrics would be calculated.  

vi. After applying the existing algorithms to that imbalanced dataset and 

experimented with the various evaluation metrics and the results are analyzed. 

 

2) Architecture Diagram of Proposed Model 

 

In Figure 1, the architecture diagram of the newly developed model is shown. The 

proposed model the imbalanced data set for doing the classification. During the 

preprocessing step, it has to check the presence of null values and checking the occurrence 

of class imbalance. Finding the imbalance ratio leads to apply the oversampling technique 

to prepare the balanced dataset. Then the proposed model BCE-GBHEC will be generated 

to process the data and validating the model with 70% of training samples and 30% 

testing samples. Finally, we will get the evaluated results successfully. 

 

3) Methodology - Binary Cross Entropy-Gradient Boost Hybrid Ensemble Classifier  

(BCE-GBHEC) 

 

Boosting is the machine learning method that has to find a single strong prediction rule by 

combining the weak thumb rules which are produced by the base learning algorithm 

rather than each of the weak rules[13]. Gradient Boosting is a robust machine learning 

algorithm that gives an ensemble of decision trees in a stage-wise arrangement as the 

predictive model. This produces a new weak learner to get less information from the 

existing one. This algorithm has to optimize the loss to reduce the error. Usually, in the 

Gradient Boost technique, the optimization can be done by mean squared error loss, log 

loss, or cross-entropy loss for regression and classification problems. The proposed 

algorithm used binary cross-entropy as a loss function and is to be optimized[14]. 
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Figure 1 Architecture Diagram of BCE-GBHEC 
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Proposed Algorithm: BCE-GBHEC 

 

The proposed algorithm BCE-GBHEC is defined as follows, 

Input: Number of samples 𝑠1,𝑠2, 𝑠3, … . . 𝑠𝑛 

Output: Improved Accuracy found in given ‘n’ samples 

Begin 

1. Collect 𝑠1(𝑦), 𝑠2(𝑦), 𝑠3(𝑦) … . . 𝑠𝑛(𝑦) ∈ 𝑅 

2. For each sample𝑠𝑖(𝑦) 

3. Check for Null Values 

4. Select the features 

5. Construct Weak Learner {𝑊𝐿1(𝑦), 𝑊𝐿2(𝑦), 𝑊𝐿3(𝑦) … . . 𝑊𝐿𝑛(𝑦)} using 

CART //Ensembled classifiers 

6. Compute the split 

7. Combine all Weak Learner as 𝑋 = ∑ 𝑊𝐿𝑖(𝑦)𝑛
𝑖=1  

8. for each 𝑾𝑳𝒊(𝒚) 

9. Compute the loss ‘L’ using the Binary Cross-Entropy method 

a).Compute the gradients 

b). Compute the predictive probabilities 

c) Fit the model 

10. classify the samples as Fraud/Genuine based on the probabilities of the loss 

function 

11. Detect the classifier with minimum loss𝑎𝑟𝑔 min 𝐿[𝑥, 𝑊𝐿𝑖(𝑦)] 
12. End for 

13. Produce the Strong classifier 

14. End for 

End  

 

1) Study of Proposed Algorithm 

 

Gradient Boosting trains many models in a gradual, additive, and sequential manner. The 

proposed ensemble classifier uses the CART as a weak learner to construct a decision tree 

for classification.  

 

CART is a statistical classifier to create binary trees by selecting the attributes and 

threshold that gives maximum information gain at each node of the binary tree [15]. The 

proposed method trains the weak learner to predict the samples based on the computation 

of negative gradients along with the learning rate to fit the new predictors.The ensemble 

classification process is illustrated in Figure2. 

 

Let the number of samples as 𝑠1, 𝑠2, 𝑠3, … . , 𝑠𝑛 as training data from 

𝑠1(𝑦), 𝑠2(𝑦), 𝑠3(𝑦), … . , 𝑠𝑛(𝑦)𝜀𝑅. 
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For each sample,𝑠𝑖(𝑦), we have to check the null values and select the features by using 

the CART.  

 

Constructing the Weak Learners(WL) using CART as ensemble classifiers. They compute 

the split based on the greater information gain using the Gini index defined in (2), 

 

𝐺𝑖𝑛𝑖 𝑖𝑛𝑑𝑒𝑥 = 1 − ∑ 𝑝𝑖
2𝑛

𝑖=1       (2) 

 

 
Figure 2 Ensemble classification 

 

Then combine all Weak Learner as,  

 

∑ {𝑊𝐿1(𝑦), 𝑊𝐿2(𝑦), 𝑊𝐿3(𝑦) … … , 𝑊𝐿𝑛(𝑦)}     (3) 

 

Compute the Loss using Binary Cross-Entropy method by using, Eq.(4),  

 

(𝑦, �̂�) = Minus
1

𝑁
∑ 𝑦 ∗ 𝑙𝑜𝑔(𝑁

𝑖=0 �̂�𝑖 {)+ (1 − 𝑦) ∗ 𝑙𝑜𝑔 (1 − �̂�𝑖))}(4) 

 

where�̂� is the predicted value and𝑦 is the observed value. 

Calculates the distance that how far away from the actual value (either ‘0’ or ‘1’). 
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Find the prediction is for each class and take the average of class-wise errors to give the 

final loss. 

 

To find the optimization gradient of the loss function, the sigmoid function used Eq. (5).  

 

 𝑠(𝑥) =
1

1 + 𝑒−𝑥
  (5) 

 

Obtain the probabilities for the predicted values. Then fit the proposed model with the 

train and Test split of 70% - 30%. 

Based on positive or negative probabilities of loss function predicts that,  

 

  𝑦𝑖= 1 =>log (𝑝(𝑦𝑖))    (6) 

 

Classified as Positive classes – Class’1’ 

 

𝑦𝑖= 0 =>log (1 − 𝑝(𝑦𝑖))   (7) 

  

Classified as Negative classes- Class’2’ 

Finally, find the negative gradient of the classifier to fit the model as,  

  

arg min 𝐿[𝑥, 𝑊𝐿𝑖 (𝑦)]    (8) 

  

as steepest gradient. 

This ensemble classifier framework, having a set of classifiers, each of which mapping to 

an instance vector y Ԑ R in the set of binary classes either ‘0’ or ‘1’.  

This ensemble does the primary tasks of constructing the classifiers individually and 

producing the classification rule that assigns the class label for y based on the results of 

the above classifiers.  

The strong classification rule obtained is given in Table 1, 

 

Table 1 Strong Classification Rule 

If (attribute1=value-1) then Result=null // Terminal node 

Else  

If(attirbute2)= =value-2 and if(attribute3=value-3) then // Next node to check 

….. 

Else if(attribute n) =value-n then  

Result = class ‘1’ // Final Node that predicts the sample in class ‘1’ 

Else 

Result = class ‘0’ // Final Node that predicts the sample in class ‘0’. 

End if 

End if  
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2) Build the Proposed Models Using BCE-GBHEC 

 

Both K-fold cross-validation and hold-out method are used to do the evaluation 

performance of the predictor in classification and regression[16]. 

 

a) Creating A Hybrid – Model Using BCE-GBHEC with K-Fold Method 

 

k-Fold cross-validation is used as a standard method to evaluate the performance of the 

classifier. This method having an ability to split the given dataset into k divisions known 

as 'folds'. It uses k-1 divisions for training and one fold for the testing process. That is 

each of the instances getting the chance for individual testing. After the last iteration, we 

could consider the average performance measures for our research work[17][18]. Ahybrid 

model is created with BCE-GBHEC along with k-fold method to handle the imbalanced 

datasets. 

 

b) Creating A Hybrid-Model Using Bce-Gbhec With Hold – Out Method 

 

We have utilized the 'hold-out' method as the validation technique. This method splits the 

data into two mutually exclusive subsets. They are called as 'Train dataset'  andTest 

dataset'[19]. This method training machine learning method by train data set and the 

model evaluation is carried out by the test dataset. Most of the universal applications use 

this method to find the evaluation measures to verify the performance of the applied 

classifier[17]. The proposed method BCE-GBHEC along with the k-fold method 

givesanother new model to classify the imbalanced data. 

 

Experimental Results and Discussions 

 

The proposed algorithm experiments with both the proposed models namely, hybrid-

model using BCE-GBHEC with K-Fold Method and hybrid-model using BCE-GBHEC 

with Hold – Out Method.Themodel specification is defined in Table 2. 

  

Table 2 Model Specification 

➢ Proposed Algorithm: BCE-GBHEC-Binary Cross Entropy-Gradient Boost Hybrid 

Ensemble Classifier 

➢ Base Learner: CART 

➢ Loss Function Used: Binary Cross Entropy Loss 

➢ Max-depth=3 

➢ Treshold Value=0.5 

➢ Rate at which the model learn=0.1 

➢ Number of estimators=100 

➢ Model build Validation checked: Number of Iterations as10- Iterationsm 

➢ Number of Folds in K-Fold : 10 - Folds 
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1) Application of the Proposed Framework 

 

Applying the proposed framework in “Fraud Detection System”(FDS). The fraud 

detection is an example of a classification problem of binary values with unbalanced data 

having more number of normal transactions(majority values) exceeds with fraudulent 

transactions(minority values)[20]. The FDS is an method which is used to identify the 

transactions which are fraudulent when the people made the transactions and must be 

intimated to the system administrator[21]. 

 

2) Dataset Description 

 

The information about the dataset is described in Table 3. 

 

Table 3 Dataset Detail 
Name of the dataset credit card fraud 

Taken from https://www.kaggle.com/mlg-ulb/creditcardfraud 

Origin  Real-Time European cardholders in the year, September2013 

Number of instances 2,84,807 instances 

Number of attributes 30 

Nature of the dataset Binary classification-Imbalanced dataset(genuine class or Fraud class) 

 

a) Checking for Class Imbalance 

 

Streams of credit card transactions give that the classes are extremely unbalancedsince 

frauds are typically less than 1% of genuine transactions. The imbalancedataset becomes a 

balanced one by replicating the minority class (fraud cases) called oversampling. Figure 

3 shows class imbalance clearly and thisimbalance leads to an incorrect prediction of the 

result due to the presence ofmore samples in the majority class.This imbalance can be 

solved usingoversampling with the Adasyn technique. 

 

 
Figure 3 Class imbalance checking 
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b) Class Balancing - Oversampling Using Adasyn 

 

Adasyn is used to generate minority samples based on their distributions adaptively that 

is, it easily generates synthetic data which is not easier to learn for the minimal class 

samples by shifting the decision margin to mainly aim at those specific hard to learn 

samples. This algorithm is suitable for the binary class imbalanced problem[22]. 

 

In Table4, the count of data samples of the original dataset and the oversampled samples 

are given. The imbalance ratio is defined by,  

 

𝐼𝑚𝑏𝑎𝑙𝑎𝑛𝑐 𝑅𝑎𝑡𝑖𝑜 (𝐼𝑅) =
𝑇𝑜𝑡𝑎𝑙 𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝐿𝑎𝑟𝑔𝑒 𝐶𝑙𝑎𝑠𝑠 𝑆𝑎𝑚𝑝𝑙𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑀𝑖𝑛𝑖𝑚𝑎𝑙 𝐶𝑙𝑎𝑠𝑠 𝑆𝑎𝑚𝑝𝑙𝑒𝑠
 (15) 

 

The proportion between the total count of total samples in the superior class and the count 

of total samples in the minimal class[23]. 

 

Table 4 Original Dataset vs. Oversampled Dataset 

Dataset Total 

count of 

samples 

Count of 

fraud 

samples 

Count of 

genuine 

instances 

Imbalance 

Ratio(IR) 

Original Dataset 284807 492 284315 577.876 

Oversampled using 

Adasyn 568555 284240 284315 1.000264 

 

From the results of the imbalanced ratio (IR), the highly imbalanced data set becomes 

balanced by efficiently applying the ADASYN oversampling technique. 

 

3) Results Obtained Using BCE-GBHEC with K-Fold Method 

  

By applying the k-fold cross-validation method, our study took the consideration of k=10 

folds to evaluate theBCE-GBHEC, and finally, we found that the performance accuracy 

for each fold and the final result produced with the average of 10-Folds. In random 

sampling, we got the average accuracy as 92.83% and having the performance timing as 

2706.511 seconds. In the case of oversampled data, we found that the accuracy was 

97.4931% and 2927.032 seconds as performance timing. 

 

4) Results Obtained Using BCE-GBHEC with Hold – Out Method 

  

We have applied the 'hold-out' method as the validation technique in this case of study. 

Usually, the standard split is to divide the entire dataset into the two-third portion of the 

data (approximated to 60% - 70%) as the train data and the remaining portion 
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(approximated to 30%-40%) as test data. Therefore we applied the hold-out method with a 

70% -30% split of data[19] as validation. This experimentation produced 92.74% of 

accuracy and 283.494 seconds of performance timing for random sampling instances and 

the oversampling instances resulted in 97.23% of accuracy and 600.85 seconds of 

performance timing. 

 

Table 5 K-Fold cross-validation vs. Hold out method 

Validation Method Sampling Type Accuracy (%) 

Performance Timing 

(in Seconds) 

K-Fold Cross-Validation 

(Average of K=10) 

Random Sampling 92.833745 2706.511 

Over Sampling 97.4931184 2927.032 

Hold-Out Method 

(70%-30% of Split) 

Random Sampling 92.74 283.494 

Over Sampling 97.22881 600.851 

 

Table 5 shows the comparative status of both the k-fold and hold-out method along with 

random sampling instances and oversampling data. From the results, we observed that the 

k-fold method produced, the accuracy is more in case of oversampling and having a 

difference of 0.09% than random sampling data. But the performance timing is having the 

worst case. The oversampled data require more than 9 times than that of random sampling 

instances. Similarly, the hold-out method resulted in, the difference between the accuracy 

produced for random sampling data and oversampling data as 0.26%. The performance 

timing has the major difference as more than 4 times of performance timing is required by 

k-fold than that of the hold-out method. In both the sampling methods, the k-fold method 

having very mere improved variation in accuracy when compared with the hold out 

method.But the holdout method having a significant difference in performance timing 

than that of k-fold.Therefore we consider the hold-out method results for further 

experiments and doing the performance measures as well.  

 

Initially, during the learning phase, the decision trees are more too sensitive to learn and 

in the training phase, they have disturbed due to the variance. To overcome these 

disturbances, the experiments were attained ten runs and the results are taken as average 

and used for the study[24]. The results obtained by running the model for 10 iterations to 

check the validation of the model and average values are obtained and are used to study 

with other classifiers, and finally, we have the accuracy as 97.22881 % ~ 97.23%.  
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5) Comparing Proposed Ensemble Classifier (BCE-GBHEC) vs. Other Classifiers 

 

a) Accuracy Comparison 

 

Accuracy is a common and most important measure of the predictive model that shows 

how the algorithm efficiently performed in overall studies.The accuracy values are 

tabulated in Table7.The proposed framework produces the highest accuracy of 97.23%. 

The KNN predicts the accuracy as 96.89% whereas Adaboost and AdaBoost and SVM 

produce 96.87% and 96.81% respectively. The graph is visualized in Figure 4.  

 

Table 7 Results of Accuracy 

Classifier Accuracy 

Adaboost 96.87% 

KNN 96.89% 

Adaboost+SVM 96.01% 

BCE-GBHEC 97.23% 

 

 

 
Figure 4 Comparison of Accuracy 

 

The proposed classifier algorithm produces the 97.23%of accuracies improved 0.36% 

with Adaboost, 0.34%with KNN classifier and 1.22% that of Adaboost and SVM. 

 

b) Comparison of Performance Timing of Proposed Model  

 

When we classify the instances the time duration is the most important key factor and 

istaken for considerationin this study. The time duration for classification done by 
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different classifiers is given in Table 8. The proposed model has the time duration to 

dothe classification is 600.851 seconds. 

  

Table 8 Comparison of Time Duration 

Classifier 

Time 

(in seconds) 

Adaboost 605.952 

KNN 604.357 

Adaboost+SVM 602.952 

BCE-GBHEC 600.851 

The visualization of time duration is given in Figure5. 

 

The proposed model having the least time duration when compared with other classifiers. 

 
Figure 5 Comparison of Execution Time 

 

The proposed model has the time duration as 5. 10 seconds less than that of Adaboostand 

3.506 seconds less than that of the KNN classifier and 2.101 seconds lesser than Adaboost 

+ SVM. 

 

Conclusion and Future Work 

 

In this paper, we have discussed that the more challenging problem occurred in the area of 

big data and big data analytics due to data exploration is the imbalanced data 

classification. Real-world problems such as medical diagnosis, customer retention, credit 

card fraud detection, churn prediction, and many more experience the class-imbalance. 
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This study found the impact of class imbalance and takes an opportunity to solve this 

problem with help of developing a hybrid ensemble classifier named BCE-GBHEC.We 

have learned a lot of lessons from the experiments of proposed work and make 

suggestions to do the possible things when we scrutinize the future work as well. This 

proposed framework has a limitation that it processes the binary class imbalance data set 

successfully and is suitable to find the results efficiently but not the multiclass imbalanced 

data.  
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