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Abstract: In this paper, Content Based Image Retrieval using 

Transform domain features and algorithms has been 

implemented. The image can be decomposed by Discrete Wavelet 

Transform (DWT) to extract the features based on DC 

coefficients. Each sub-image is calculated by mean, variance and 

standard deviation to get more efficient recognition. The 

database image also applied in the domain of Stationary Wavelet 

Transform (SWT) and Integer Wavelet Transform (IWT) by 

using different distance measures. The proposed algorithm is the 

combination of DWT, SWT and IWT has been implemented 

using COREL database. This proposed method has more efficient 

recognition and less computational time over existing methods 

 

Index Terms: Content Based Image Retrieval, Discrete 

Wavelet Transform, Stationary Wavelet Transform and Integer 

Wavelet Transform. 

I. INTRODUCTION 

From the past years researchers collects source in digital 

form using digital devices such as camera, scanner [1]. For 

the efficient process of retrieval and querying digital image 

from huge image database CBIR (Content Based Image 

Retrieval) is the best method [2]. In CBIR image retrieval is 

based on the contents of the image [3]. The content of the 

image can collect as features of the image and depends on 

the similarity of the collected features the similar image can 

retrieve from huge digital image database. The CBIR is the 

process of searching and retrieving images from a database 

on the basis of features those are extracted from the image 

themselves [2] [5]. The block diagram of CBIR system is 

shown in figure 1. 

CBIR algorithm is used to overcome the drawbacks of 

text-based retrieval system. The TBIR (Text Based Image 

Retrieval) is high reliable technique. Speed of TBIR 

decrease if image database size reduces and vice-versa. [1] 

[4] [5]. The CBIR researchers worked hard to find reliable 

and fast search methods [6]. 

Image contents are classified as (a) spatial (b) semantic 

(c) low-level contents [2]. Position of the object in an image 

consider as content in the spatial domain. The semantic 

content gives the meaning of the image. The low-level 

content represents the colour, shape and texture features. 

In this paper WANG database has been used. It has 1000 

images from 10 different classes. The database is available 

in internet. The following link helpful to download the 

database 

Wang.ist.psu.edu/docs/related 
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The features are extracts using colour-autocorrelogram, 

colour moments, HSV, DWT and SWT. The extracted 

features are stored as a feature database. Consider an image 

as query image from database and apply the same feature 

extraction techniques. Finally compare the features of query 

image with the features of each of the database images using 

different distance metrics. The minimum distance is the top 

retrieved image. 

 
Figure 1 Architecture of CBIR system 

II. FEATURE EXTRACTION TECHNIQUES 

Feature extraction is directly affects the retrieval rate in 

CBIR so the feature extraction task is very important in 

CBIR system [2]. CBIR uses different techniques. Some of 

they are 

 

A. Color moments. 

B. HSV histogram features. 

C. DWT. 

D. SWT. 

E. IWT 

Feature extraction is essential CBIR [1]. Image contents 

effects the accuracy and performance of feature extraction 

based image retrieval [1]. 

A. Colour moments 

The colour indexing process is mainly depends on colour 

moments. The colour indexing is used in CBIR to compare 

the similarity of two images such as one from query and 

other one from database. 
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a) Mean b) Standard deviation c) Skewness are color 

moments [7]. They can understand one by one as follows. 

Mean or average:- 

Mean defines the average colour present in the image. 

The mean of the image can be calculated as 

 
Where N =256X385, Pij is jth pixel value and ith colour 

channel [3][8]. 

Mean calculation involves two steps they are, 

Step 1: Get R, G and B color components from inserted 

color image individually. 

Step 2: Calculate the mean of the every component. 

Standard deviation:- 

It can be calculate as 

Standard deviation  ( (2) 

The process of    involves following steps 

Step 1: Get R, G and B color components from inserted 

color image individually. 

Step 2: Calculate the mean of the every component. 

Step 3: Compute the variance of the every component. 

Step 4: Finally compute the    using above equation. 

Skewness:- 

It can be calculate as [3][8]. 

 

B. HSV Histogram Quantization:- 

Figure 2 shows HSV plane. It reveals the dimensions of 

color components in HSV cone [2] [6]. 

HSV histogram features can be obtained as 

Step 1: Converting the input color image into HSV colour 

space [9]. 

Step 2: Computing the quantization [9] of HSV colour 

model. 

Step 3: Histogram computation of each quantized image. 

 
Figure 2 Planes of HSV colour space 

 

RGB input image can convert into HSV colour space by 

using the following equations 

 

 

C. Discrete Wavelet Transform:- 

The time domain signal can be converts into time and 

frequency domain signal by using the Discrete Wavelet 

Transform (DWT). Non-stationary signals processing is 

possible with the help of DWT only . In wavelet transform 

we get both time and frequency information. In Fourier 

transform we lose the time information after transform is 

performed . DWT depends on sub-band coding. Wavelet 

transform can be computed in high speed with DWT. DWT 

used to reduce resources required. It also used to reduce the 

time required for computation . 

The figure 3 shows the 4-level DWT sub-band coding on 

the digital image. 

 
Figure 3 DWT 4-levels decomposition 

 

This process repeated up to four levels [1] . 

D. Stationary Wavelet Transform (SWT):- 

Before introducing the SWT the researchers widely used 

DWT for feature extraction. The DWT is not applicable for 

time variant property. To overcome the limitations of DWT 

a multi-layer stationary wavelet transform (SWT) is used . 

The SWT provides excellent solutions in the applications of 

image processing. SWT is redundant, linear and shift 

invariant . The SWT is also referred as UWT, IWT & RWT. 

SWT is similar as DWT except scaling function . The 

four outputs of SWT sizes are as same as the original image 

[20]. The 2-dimentional wavelet decomposition obtained by 

1-dimentional SWT along the rows of the image and then 

decomposed along the columns [10]. 

This decomposition gives four decomposed sub-band 

images as shown in figure4 [10]. The sizes of sub-band 

images and input image are similar [10]. Most of the 

information of the given image is available in the LL sub-

band. HH sub-band contains the detailed information 

regarding the edges. 

The figure 4 shows the image decomposition using SWT. 

 



International Journal of Innovative Technology and Exploring Engineering (IJITEE) 

  ISSN: 2278-3075, Volume-9, Issue-1, November 2019  

 

3010 

 

Published By: 
Blue Eyes Intelligence Engineering 

& Sciences Publication 

 

Retrieval Number: A9125119119/2019©BEIESP                                               
DOI: 10.35940/ijitee.A9125.119119 

 

 
Figure 4 Image decomposition using SWT 

E. Integer Wavelet Transform (IWT):- 

In DWT method the wavelets are directly sampled. It 

suitable for CBIR to represent image features effectively. 

But the DWT produce the result in floating point . It creates 

reconstruction problem . In 1998 Sweldens introduced a 

method which can nicely overcome the drawback of DWT 

called Integer Wavelet Transform (IWT). Lifting scheme 

introduced to construct IWT . Lifting scheme is one of the 

structural methods, in which all the constructions are 

derived in spatial domain. It is a novel approach for 

constructing second generation wavelet. It has convenient 

construction, in-place calculation, lower computational 

complexity and simple inverse transform . IWT is 

reversibility i.e. image can be reconstructed without loss of 

original image information, because all coefficients are 

integers and can be stored without rounding off errors . 

The figure 5 shows the basic structure of lifting scheme 

implemented in two dimensions. 

The basic lifting scheme can be easily understand with 

the following three concepts. 

 

(i). Split (S) 

(ii). Predict (P) 

(iii). Update (U) 

 

(i). Split (S):- It is also known as Lazy Wavelet 

Transform, because in splitting concept we not performing 

any mathematical operation, we just splitting the input 

samples into even and odd parts . 

The even samples and odd samples can be represented as 

 
Each group (or) frame (or) part contains one half samples 

of the original signal. 

(ii). Predict (P):- Few researchers identify this as dual 

lifting [22]. Here we predict odd samples by using even 

samples. The wavelet coefficient can be obtained by 

subtracting the predicted even value from the actual odd 

value [23]. 

 
Let P be the predict operator 

(iii). Update (U):- It is also known as primal lifting.It 

follows predict step. Update happened by sum of input even 

samples and updated odd sample. Then we get scaling 

coefficients. Update denoted by a letter U. 

 

 
Figure 5 2D Lifting Scheme Implementation 

 

III. PROPOSED METHOD 

Step 1:- Set the Path of database. 

Step 2:- Get gray scale image from RGB image. Resize 

the image for [256 256] because the selected database 

images are in size of 256*384 or 384*256. 

Step 3:- To perform DWT operation consider the 

following steps. 

Step a:- On complete gray image apply DWT with Haar 

filter. It produce Low-Low sub-band. 

Step b:- Generate the Mean (M) and Standard Deviation 

(Sd) for Low-Low Sub-band. 

Step c:- Above computed Feature vectors form as single 

vector i.e fv1 = [m0 std0] and consider them as features for 

image retrieval. 

Step 4:- To perform SWT operation consider the 

following steps. 

Step a:- On complete gray image apply Stationary 

Wavelet Transform (SWT) using db6 filter. It produce 

Approximation sub-band (ca). 

Step b:- Separate the 4 sub layers of 4 individual sub-

bands of ca, ch, cv and cd. The 4 sub layers of ca are let be 

named as A1, A2, A3 and A4. 

Step c:- Generate the Mean (M) and Standard Deviation 

(Sd) for all 4 sub layers of approximation Sub-band ca. 

Step d:- Above computed feature vectors form as single 

vector fv2 = [m1 std1 m2 std2 m3 std3 m4 std4] and 

consider them as features for image retrieval. 

Step 5:- To perform IWT operation consider the 

following steps 

Step a:- On complete gray image apply Integer Wavelet 

Transform (IWT) using Haar filter. It produce 

Approximation sub-band. 
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Step b:- Generate the Mean (M) and Standard Deviation 

(Sd) for approximation Sub-band. 

Step c:- Above computed feature vectors form as single 

vector fv3 = [m5 std5] and consider them as features for 

image retrieval. 

Step 6:- Combine the feature vectors of DWT, SWT & 

IWT as single vector. fv=[fv1 fv2 fv3] and consider them as 

features for image retrieval. 

Step 7:- Repeat the step 2-6 for currently captured image 

& database images. Construct feature vector and store in 

feature database. 

Step 8:- Perform the similarity measurement using 

Euclidean or city block or minkowski or mehalanobis 

distance. 

Step 9:- Arrange the distances in ascending order. 

Step 10:-First N images considered as resultant images. 

IV. ANALYSIS OF EXPERIMENTAL RESULTS 

The table 1 represents the average recognition rate of the 

query image by measuring the number of images of same 

category which are found in the top N matches. 

 

Table 1:- Recognition rate of query image 

 
 

The recognition rate has been improved by combining the 

feature vectors of DWT, SWT and IWT methods. The 

comparison between existing and proposed methods is 

represented as a graphical form in figure 6. 

 

 
Figure 6 2D Comparative recognition rates. 

V. CONCLUSION 

CBIR using transform domain features has been 

implemented on COREL database using different distance 

measures. The proposed algorithm produce 100% 

recognition for single image 74% recognition for top 10 

images. Compared to the other existing method the proposed 

method provides more efficient recognition rate. 
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