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Abstract 
 

The healthcare sector is a broad area with the abundance of patient information, which creates enormously large records day b y day. 
Though the scientific industry is rich in information but it is poor in knowledge. Diabetics are considered as a primary health issue of the 
world. As per the WHO 2014 survey According to WHO 2014 report, over 422 million people are affected from the diabetics globally. 
In the minimization of massive investigations implied on the patients, the data mining uses many mechanisms and strategies to diagnose 
the diabetic problem. The main objective of this proposal is to introduce assemble Data Mining based Diabetes Disease Predict ion 
System which provides a detailed analysis of diabetics using the database of diabetics patient. The formulated work comprises of two 
stages such as feature selection ad prediction methods which are made known to maximize the outputs of diabetes disease prediction. 
Initially Correlation Feature Selection (CFS) is formulated to identify the salient features for the diabetic repository. The identified 

features are fed into the classifier named Probabilistic Neural Network (PNN) classifier. As the diabetic of the patient is classified using 
PNN meanwhile the accuracy can be fine – tuned when using the identified features. Depending on the category of data, the diabetic 
information is gathered from the learning repository. The outputs are correlated with the current algorithms namely Back Propagation 

Neural Network (BPNN), Multilayer Perceptron, Neural Network (MLPNN) were used to fetch the outputs. 

 
Index Terms: Data mining, diabetes dataset, healthcare industry, Correlation Feature Selection (CFS), feature selection, Probabilistic Neural Network 

(PNN), machine learning repository and classifier.  

 

1. Introduction 

Stroke, heart disease, cancer, chronic lung cancer and diabetes are 
categorized into Non-Communicable Diseases (NCDs) which are 
the cause of 70% deaths carries out globally where Diabetes 
mellitus Type II is common to everyone [1]. Diabetes mellitus is 
considered to be a chronic disease. Diabetes maximizes the critical 
level of micro-vascular problem and macro-problem. People 
affected by diabetic are probable of acquiring two to four times 
cardio vascular diseases. This leads to the complex health issues 
like kidney(renal) failure, heart diseases, paralytic attack and 

vision problems [2-3].  
Diabetes creates problems in the whole body. It can be controlled 
through medications still it maximizes the heart diseases. It is 
calculated that 422 million people are suffering from diabetics 
worldwide and this may be doubled in the next two decades [4]. 
The diabetic is high in the countries like India, China, USA, 
Indonesia, Japan, Pakistan, Russia, Brazil, Italy and Bangladesh 
[4]. In the past 3 decades of developed countries there are 

increased numbers of diabetics; inhabitants commenced to 
recognize about the diabetics has acutely rooted into every one’s 
life. In the overall population of diabetics, the growth rates of 
male diabetic patients are higher than that of the female patients.  
At present the enormous information is gathered from the patient 
records, from the hospitals. An analysis strategy is performed by 
means of mining of data by using a technique called Knowledge 

discovery for prediction utilization which helps in formulating 
inferences. This strategy aids in the process of decision making by 
using its algorithms where huge amount of data are extracted from 
clinical centres. Data mining strategies can be enforced in 
diagnosing the diabetic disease at the initial phase considering the 

importance of early detection of the disease in order to avoid 
complex situations.  
Weather prediction, market survey, engineering design and 
customer relationship management are the different areas in the 
human society where Data mining techniques are successfully 
imposed. Yet the applications which are used in the disease 
prediction and the analysis of medical data can still be improved. 
For instance, all the hospitals have a large number of patient’s 

medical data, and it is significant to revise, complement and 
gather knowledge from this information in order to enhance in 
medical analysis and prediction of disease[5-6]. It is a sensible 
hypothesis that there exist a variety of beneficial patterns which 
are available for the researchers for exploration.  
The formulated system uses two phases which are feature 
selection and prediction methods to maximize the outputs of 
diabetes disease prediction. Initially Correlation Feature Selection 

(CFS) is formulated to identify the salient features for the diabetic 
repository. The identified features are fed into the classifier named 
Probabilistic Neural Network (PNN) classifier. Depending on 
many researches which were conducted used a dataset called Pima 
Indians Diabetes Dataset from the University of California, Irvine 
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(UCI) Machine Learning Database [7]. The formulated research 
targets to attain knowledge from the diabetes database to extract 

the ultimate results.  

2. Literature Review 

Nowadays, the data mining strategies are used to maximize the 
frequency in the prediction of the probability of disease. Various 
algorithms and techniques are implied by the researchers. These 

have enormous potential in the field of research. In this work, 
some of the significant works are correlated to the formulated 
work are given below:  
Patil et al [8] a formulated Hybrid Prediction Model (HPM) which 
utilizes Simple K-means clustering algorithm focuses at checking 
the identified class label of submitted data (wrongly classified 
instances are eliminated, i.e. pattern are derived from the source 
data) and meanwhile employing the classification algorithm to the 

output data. To construct the final classifier C4.5 algorithm is 
implied by implementing the k-fold cross-validation technique. 
From the UCI data sets the Pima Indians diabetes data was 
fetched. 59.4–84.05% was the range of accuracies obtained.  
Ahmad et al [9] formulated an innovative technique to correlate 
the accuracy of prediction using the Multilayer Perceptron in 
Neural Networks (MLPNNs) along with the tree-based 
algorithms, specifically Pima Indian diabetes mellitus data set for 

the ID3 and J48 algorithms. The experiment on classification is 
carried out with the help of   algorithms in WEKA to find out the 
diabetes class or non-diabetes containing 768 patient data sets. 
The outputs prove that the pruned J48 tree achieved the greater 
accuracy of 89.3% when correlated to 81.9% produced by the 
multilayer perceptron’s. On eliminating the pregnant attribute for 
a specified number of times the prediction accuracy for the pruned 
J48 tree further raises to 89.7%. 
Marcano-Cedeño et al [10] formulated the Artificial 

Metaplasticity on Multilayer Perceptron (AMMLP) as a model for 
prediction, for predicting the diabetic disease. The data set used to 
validate the formulated AMMLP was the Pima Indians database. 
The outputs achieved by AMMLP were correlated with other 
existing algorithms of the same set of data. The most effective 
output yielded by the AMMLP algorithm is 89.93%. 
Vijayan and Anjali [11] proposed an innovative approach to 
review the advantages of various pre-processing strategies for 

DSS (decision support systems) for diagnosing diabetes which 
depends on Support Vector Machine (SVM), Naive Bayes 
classifier and Decision Tree. The pre-processing methods 
concentrated on this work are Principal Component Analysis and 
Discretization. The evaluation is done on the accuracy variation 
with and without pre-processing techniques. Weka was the tool 
used to carry out this work. The data set selection was made from 
the UCI repository of machine learning. 

Wu et al [12] formulated an innovative pre-processing technique 
in which the model is classified into two phases. One is the 
improved K-means algorithm and the other is logistic regression 
algorithm. To correlate the output of the research with the other 
research conducted, the Pima Indians Diabetes Dataset and the 
Waikato Environment for Knowledge Analysis tool were used. 
The final output achieved the greater accuracy of prediction which 
is 3.04% when compared to other outputs.This model proves the 

sufficiency of the data set quality.  
Sowjanya et al[13] proposed a mobile/android application based 
solution to eradicate the insufficiency of consciousness about 
diabetes. The application utilizes machine learning strategies to 
find out diabetes levels for the users. Meanwhile, the application 
also renders knowledge about diabetes and certain 
recommendations on the disease.  Four Machine Learning (ML) 
algorithms correlations were carried out. The Decision Tree (DT) 

classifier produces outstanding results when compared to the other 
4 ML algorithms. Therefore DT classifier is utilized as a model 
for machinery of the mobile application for the prediction of 

diabetics utilizing the real world dataset gathered from the 
esteemed hospital in the Chhattisgarh, State of India. 

Songthung and Sripanidkulchai [14] formulated a classification to 
extract a broad set of data collected 12 hospitals in Thailand 
during the year 2011-2012 containing 22,094 records of selected 
data set consisting of females of age 15 years and more than that. 
RapidMiner Studio 7.0 was also embedded with Naive Bayes and 
Chi-squared Automatic Interaction Detector (CHAID) Decision 
Tree (DT) classifiers in order to find out the females with greater 
complication and correlate the outputs to the current hand-

computed techniques to predict the diabetes complexity. The 
target of predicting the risks facilitates to find out the individuals 
who are detected with diabetes. The outputs show that the 
classification formulated maximizes the coverage in the prediction 
of diabetics when compared to hand-computed scoring. 
Chandrakar and Saini [15] formulated an innovative Indian 
Weighted Diabetic Risk Score (IWDRS). Distance based 
clustering with Euclidean distance; k-means algorithm and 

discretization are the Machine Learning Algorithms which were 
utilized to fetch weighted risk score for diabetes prediction with 
the risk factors like age, Body-Mass-Index, waist measurement, 
personal details, family details, food diet, physical activities, stress 
and life style. The outputs prove that the formulated work is better 
than current techniques.   
Chetty et al [16] handled PIMA and Liver-disorder databases. 
Several researchers have formulated the utilization of K-Nearest 

Neighbour (KNN) algorithm for the prediction of diabetes disease. 
Certain researchers have also designed a contrast approach by 
utilizing K-means clustering for the purpose of pre-processing and 
KNN for the purpose of classification. These study lead to under 
privilege   classification accuracy and prediction. 
Another work was refined implying two contrast methods, out of 
which, one is Fuzzy C-Means (FCM) clustering algorithm using 
KNN as a classifier and second one is FCM clustering algorithm 
using fuzzy KNN as a classifier to enhance the classification 

accuracy. It was proved to yield successful results when correlated 
with the current algorithms for the data set provided. The second 
approach yielded a good output than the earlier technique. 
Classification is performed with the help of ten folds cross-
validation technique. 
Priyadarshini et al [17] applied the concept of modified Extreme 
Learning Machine (ELM) to determine the patients being affected 
by diabetic or not depending on the information provided, which 

facilitates the clinical people in identifying the diabetic and non – 
diabetic patients. It characterizes and correlates the application of 
two famous machine learning techniques: One is the Back 
Propagation Neural Network (BPNN) and the other is modified 
ELM which in turn acts as binary classifiers that help in the 
prediction of diabetics. Both these techniques are implied on 
similar category of multi class classification datasets and the 
proposed work tends to extract certain correlative inferences from 

training and validating outputs. The set of data which were 
utilized for this work is derived from UCI learning repository. 

3. Proposed System  

The main objective of this proposal is to introduce assemble Data 
Mining based Diabetes Disease Prediction System which provides 

a detailed analysis of diabetics using the database of diabetics 
patient. The formulated work comprises of two stages such as 
feature selection ad prediction methods which are made known to 
maximize the outputs of diabetes disease prediction.  Initially 
Correlation Feature Selection (CFS) is formulated to identify the 
salient features for the diabetic repository. The identified features 
are fed into the classifier named Probabilistic Neural Network 
(PNN) classifier. This is helpful for obtaining immense 

knowledge resulting in an innovative assumption focusing in 
intense perceptive and to carry out further analysis in data mining 
techniques. This section is contains the description of the data set, 
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the pre-processing step and the feature selection as well as the 
algorithm used for classification. The formulated experimental 

processes have been done utilizing the MATLAB environment. 
The formulated architecture is shown in Figure 1. 

 
Figure 1: Proposed architecture 

Data Pre-Processing 

To a maximum extent, the data quality affects the prediction 
results. This has the sense that pre-processing of data marks a 

significant criterion in this model [8]. In this formulated work, the 
identification of exact techniques are used to sharpen the real set 
of data. Initially a clear analysis made on each attribute's medical 
indication and its relation to DM. Moreover, identification of 
number of pregnancies has a minor connectivity with DM [18]. 
Therefore, conversion of numeric attribute to a nominal attribute 
is accomplished. The numerical value 0 implies non-pregnant and 
the numerical value 1implies pregnant. The reduction of 

complexity is carried out by this process.  
Secondly, due to certain flaws and de-regulations, there may be 
some lacking and unreliable values in the set of data. These 
meaningless and erroneous values lead to inappropriate 
experimental outputs. For instance, in the primitive set of data, the 
diastolic blood pressure values and body mass index may not be 0, 
which reveals the absence of the real value. To minimize the 
impact of meaningless values, the means are utilized that are taken 
from the training set of data in order to replace all missing values. 

Feature Selection  

Feature selection can be defined as a pre-processing phase used in 
machine learning which is powerful in dimensionality reduction, 
elimination of data which is irrelevant, maximizing the accuracy 
of learning and enhancing the output comprehensibility .A 
filtration algorithm is used namely Correlation based Feature 
Selection (CFS) that stands in Pima Indian diabetes feature 

selection subsets as per correlation oriented heuristic validation 
operation. The contradiction in the validation operation is toward 
subsets that consist of diabetes features that are greatly correlated 
with the class and uncorrelated with each other. Irrelevant diabetes 
features may be neglected as they will have inferior correlation 
with the class. Reiterating diabetes features should be removed out 
because they will have great correlation with one or more of the 
left-over features. CFS consists of two significant stages; the 

initial stage is evaluating the feature-feature and feature-class 
matrix correlations. The next stage is an exploration process 
which s implied to find out the feature space and obtain the 
feasible subset. To verify all the probable subsets and identify the 
finest is exorbitant because of the high feature space. Many 
heuristic searching techniques are available such as best first that 
are adequately implied to identify the feature space in meaningful 

time interval. The correlation CFS oriented heuristic validation 
operation is defined as follows [19-21]. 

𝑀𝑆 =
𝑘𝑟𝑐𝑓

√𝑘+𝑘(𝑘−1)𝑟𝑓𝑓

                                                                       (1) 

All the variables are standardized in the Pearson’s correlation. The 
heuristic advantage of a diabetes feature subset S is Ms that 
consist of k features, the mean diabetes feature-class correlation is 
rcfand the average diabetes feature is rff diabetes feature inter-
correlation. The equations’ numerator renders an implication of 
class prediction of a set of diabetes features; and the equations’ 
denominator shows the redundant features within the diabetes 
features. 

Classification  

The classification algorithm targets to stabilize a model that can 
fetch Pima Indian diabetes data items to a selective class 
depending on the current Pima Indian diabetes. This is used to 
elicit important Pima Indian diabetes items from the model or it 
can even be used in the prediction of tendency of Pima Indian 
diabetes. The majority of the cases, the binary classifier become 
the dependent variable in the Probabilistic Neural Network (PNN) 

classifier.  
PNN is widely followed for its several merits [22]. When 
compared to BP network, in terms of speed PNN is many times 
faster. The optimal output produced by Bayes classification can be 
easily achieved by PNN when certain conditions are enforced 
[22]. PNN can approach a Bayes optimal result under certain 
easily met conditions [22]. Moreover it acts as robustious in terms 
of noise. It is selected for a basic structure and for training.  The 

ultimate merit of PNN is that the training proves to be easy and 
immediate [23]. Here the weights are certainly “assigned” and 
definitely “not trained”. The existing weights will not be 
exchanged but very few contemporary vectors are infused into 
weight matrices during the training process. Hence it can be 
helpful in real-time. The momentum of PNN is accelerating as the 
training and running process can be implemented by matrix 
manipulation.  

The input vector is classified into a particular class by the network 
as the class has the highest possibility to be optimal.  In the 
proposed work, the PNN consists of three layers which are 
namely; the Input layer, Radial Basis Layer and the Competitive 
Layer. The vector span between input vector and row weight 
vectors belonging to the weight matrix is validated by the Radial 
Basis Layer. The span area can be measured by Radial Basis 
Function nonlinearly. Next the Competitive Layer finds out the 

shortest span area within them, and thus identifies the training 
pattern nearest to the input pattern depending on their distance. 

 
Figure 2: PNN classifier 

 

1) Input Layer: The data vector of the input diabetes is denoted as 
p which is shown as the black vertical bar in Figure 2. The 

dimension of this will be R × 1. In the proposed work, R = 10. 
2) Radial Basis Layer: In Radial Basis Layer, the data vector of 
the diabetes, the span area between input diabetes data vector p 
and the weight diabetes data vector are constructed with each row 
of weight matrix W are evaluated. The dot product between two 

Pima Indian 

diabetes database  

Data pre-processing- missing 

values removal  

 

 

 

 

 

Feature selection - CFS  

Classification - PNN   

Performance evaluation  
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diabetes data vectors is characterized as the data vector of the 
diabetes span area [23]. Q×R is hypotheses, which is the 

dimension of W. The i-th element of the distance vector ||W−p|| is 
produced by the dot product between p and the i-th row of W, 
where Q×1 is the dimension, as shown in Figure 2.  The span area 
between the diabetes data vector is denoted by the minus symbol, 
“−”.  Then, the contradictory diabetes data vector b is merged with 
||W− p|| by performing an element-by-element multiplication, that 
can be shown as “·∗” in Figure 2. The output is denoted as n = 

||W− p|| · ∗p. With regard to the centre, the transfer operation in 

PNN has constructed a distance criterion. In this proposed work, it 
is defined as  

 

𝑟𝑎𝑑𝑏𝑎𝑠(𝑛) = 𝑒−𝑛2                                                                      (2) 
 

Every element of n is given into above equation and yields the 
relevant of a, the output vector of Radial Basis Layer. The i-
thelement of a can be given as 
 

𝑎𝑖 = 𝑟𝑎𝑑𝑏𝑎𝑠(||𝑊𝑖 − 𝑝||.∗ 𝑏𝑖)                                                     (3) 

 
WhereWiis the vector built with the i-throw of W and bi is the i-
thelement of bias vector b. 
3) Certain features of Radial Basis Layer: The i-th element tends to 
be 1, if the input p is similar to the i-th row of input weight matrix 
W. A radial basis neuron with a weight vector is nearer to the 

input vector p generates a numerical value near 1 and its result 
weights in the competitive layer shall transfer their values to the 
competitive function. There is a possibility that many elements of 
‘a’ are near to 1 as the patterns o input are close to many training 
patterns. 
4) Competitive Layer: There is no contradiction in the 
Competitive Layer. In this layer, the vector ‘a’ is initially 
multiplied with layer weight matrix M, yielding the resultant 
vector d. The competitive function shown in Figure 2, denoted as 

C, yields one corresponding to the greatest element of d, and 0’s 
nowhere. C is the resultant vector of competitive operation. The 
number of plant which can be classified in C, has the index value 
1. It can be utilized as index value to identify the name of this 
plant scientifically. 64 is the output vectors’ dimension, K. 

4. Results and Discussion 

It is comfortable to study the result of the experiment through a 
visualized interface using MATLAB. The PNN classifier is 
analyzed and validated considering the following issues. The Pima 
Indian Diabetes set of data consists of information about 768 
patients (tested positive instances are 268 in number and tested 
negative instances are 500 in number) which are collected near 
Phoenix, Arizona and USA. Tested_ positive and tested negative 

diagnoses the patient to be diabetic or not. Each instance has8 
attributes, which all are numeric. These information are about 
health details and the results from medical examinations. The 
description of attributes in the set of data is listed as follows, and 
Table 1 shows few samples collected from the dataset. 

 Number of times pregnant (preg) 

 Plasma glucose concentration at 2 h in an oral glucose 

tolerance test (plas) 

 Diastolic blood pressure (pres) 

 Triceps skin fold thickness (skin) 

2-h serum insulin (insu) 

 Body mass index (bmi) 

 Diabetes pedigree function (pedi) 

 Age (age) 

 Class variable (class) 
 

 

 

 

Table 1: Samples of Dataset 

Pre

g 

pla

s 

pre

s 

ski

n 

Ins

u 

Mas

s pedi 

Ag

e class 

6 

14

8 72 35 0 33.6 

0.62

7 50 

tested_positiv

e 

1 85 66 29 0 26.6 

0.35

1 31 

tested_negati

ve 

8 

18

3 64 0 0 23.3 

0.67

2 32 

tested_positiv

e 

1 89 66 23 94 28.1 

0.16

7 21 

tested_negati

ve 

0 

13

7 40 35 168 43.1 

2.28

8 33 

tested_positiv

e 

5 

11

6 74 0 0 25.6 

0.20

1 30 

tested_negati

ve 

3 78 50 32 88 31 

0.24

8 26 

tested_positiv

e 

10 

11

5 0 0 0 35.3 

0.13

4 29 

tested_negati

ve 

2 

19

7 70 45 543 30.5 

0.15

8 53 

tested_positiv

e 

8 

12

5 96 0 0 0 

0.23

2 54 

tested_positiv

e 

In general, the process of prediction contains four different results 
called True Positive (TP), True Negative (TN), False Positive 
(FP), and False Negative (FN). The precision is calculated by 
follow 
Precision= TP/ (TP+FP) (4) 

The recall, also known as the specificity, is calculated by equation 
(5). 
Recall= TP/ (TP+FN) (5) 
F-measure is defined as the mean of precision and recall is 
calculated by equation (6) 
F-measure = 2.P.R/ (P+R) (6) 
The confusion matrix displays these four results of BPNN, 
MLPNN and PNN in Table 2(a), (b) and (c). 

 

Table 2(a): Confusion matrix of BPNN 

Class  Actual Classes Actual Classes 

Yes No 

Predicted Classes Yes 144 12 

No 29 71 

 173 83 

 256 

 

Table 2(b): Confusion matrix of MLPNN 

Class  Actual Classes Actual Classes 

Yes No 

Predicted Classes Yes 156 9 

No 17 74 

 173 83 

 256 

 

Table 2(c): Confusion matrix of PNN 

Class  Actual Classes Actual Classes 

Yes No 

Predicted Classes Yes 169 6 

No 4 77 

 173 83 

 256 

The results of BPNN, MLPNN and PNN with precision, recall, f-
measure and accuracy are shown in Table 3.  

 

Table 3: Results Comparison with classifiers 
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Figure 3: Precision comparison vs. classifiers  

 

In the figure 3 shows the precision comparison results of BPNN, 
MLPNN and PNN classifiers. The proposed PNN produces higher 
precision results of 94.05%, whereas other classifiers such as 
BPNN, and MLPNN produces precision results of 81.13% and 
87.40%.  

 
Figure 4: Recall comparison vs. classifiers 

 

In the figure 4 shows the recall comparison results of BPNN, 
MLPNN and PNN classifiers. The proposed PNN produces higher 
recall results of 95.59%, whereas other classifiers such as BPNN 

and MLPNN produces precision results of 83.16% and 90.63%.  

 
Figure 5: F-measures Comparison vs. classifiers 

 

In the figure 5 shows the F-measure comparison results of BPNN, 
MLPNN and PNN classifiers. The proposed PNN produces higher 
F-measure results of 94.81%, whereas other classifiers such as 

BPNN, and MLPNN produces precision results of 82.13% and 
88.98%.  

 
Figure 6: Accuracy Comparison vs. classifiers 

 

In the figure 6 shows the accuracy comparison results of BPNN, 
MLPNN and PNN classifiers. The proposed PNN produces higher 
accuracy results of 95.312%, whereas other classifiers such as 
BPNN, and MLPNN produces precision results of 83.59% and 
89.45%. 

5. Conclusion and Future Work  

Nowadays, the data mining strategies are used to maximize the 
frequency in the prediction of the probability of disease. These 
have enormous potential in the field of research. The formulated 
system uses two phases which are feature selection and prediction 

methods to maximize the outputs of diabetes disease prediction. 
Initially Correlation Feature Selection (CFS) is formulated to 
identify the salient features for the diabetic repository. The 
identified features are fed into the classifier named Probabilistic 
Neural Network (PNN) classifier. Pima Indians Diabetes Dataset 
from the University of California, Irvine (UCI) Machine Learning 
Database is used for experimentation and the MATLAB 
environment is used for research. It establishes the experimental 
data with good quality. [24]The PNN classifier can be applied in 

the Pima Indian Diabetes Dataset that yields greater accuracy. The 
outcome of this is a model which can be utilized for the realistic 
health management of diabetes. In the proposed study, the outputs 
are validated depending on the precision, recall, f-measure, and 
accuracy. In the scope for future enhancement, the researchers can 
collect neighbourhood details and optimization based feature 
selection methods can be imposed to fetch and fine tune the 
accuracy and precision details. Few more parameters can be added 

to the research such as thirst, fatigue, frequency of urination etc 
for further development and improvement of the research. [25] 
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