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Abst ra c t  a nd �gures

Entropy is a fundamental concept in the field of information theory. During measurement, conventional entropy measures are susceptible to

length and amplitude changes in time series. A new entropy metric, neural network entropy �NNetEn�, has been developed to overcome these

limitations. NNetEn entropy is computed using a modified LogNNet neural network classification model. The algorithm contains a reservoir matrix

of N � 19,625 elements that must be filled with the given data. A substantial number of practical time series have fewer elements than 19,625.

The contribution of this paper is threefold. Firstly, this work investigates different methods of filling the reservoir with time series (signal)

elements. The reservoir filling method determines the accuracy of the entropy estimation by convolution of the study time series and LogNNet

test data. The present study proposes 6 methods for filling the reservoir for time series of any length 5 ≤ N ≤ 19,625. Two of them �Method 3

and Method 6) employ the novel approach of stretching the time series to create intermediate elements that complement it, but do not change

its dynamics. The most reliable methods for short-time series are Method 3 and Method 5. The second part of the study examines the influence

of noise and constant bias on entropy values. In addition to external noise, the hyperparameter (bias) used in entropy calculation also plays a

critical role. Our study examines three different time series data types (chaotic, periodic, and binary) with different dynamic properties, Signal-

to-Noise Ratio �SNR�, and offsets. The NNetEn entropy calculation errors are less than 10% when SNR is greater than 30 dB, and entropy

decreases with an increase in the bias component. The third part of the article analyzes real-time biosignal EEG data collected from emotion

recognition experiments. The NNetEn measures show robustness under low-amplitude noise using various filters. Thus, NNetEn measures

entropy effectively when applied to real-world environments with ambient noise, white noise, and 1/f noise.
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Entropy measures are effective features for time series classification problems. Traditional entropy measures, such as Shannon entropy, use

probability distribution function. However, for the effective separation of time series, new entropy estimation methods are required to

characterize the chaotic dynamic of the system. Our concept of Neural Network Entropy �NNetEn� is based on the classification of special…
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Measuring the predictability and complexity of time series using entropy is essential tool designing and controlling a nonlinear system.

However, the existing methods have some drawbacks related to the strong dependence of entropy on the parameters of the methods. To

overcome these difficulties, this study proposes a new method for estimating the entropy of a time series using the LogNNet neural network…
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Hanif Heidari · Andrei Velichko

Entropy is a fundamental concept of information theory. It is widely used in the analysis of analog and digital signals. Conventional entropy

measures have drawbacks, such as sensitivity to the length and amplitude of time series and low robustness to external noise. Recently, the

NNetEn entropy measure has been introduced to overcome these problems. The NNetEn entropy uses a modified version of the LogNNet…
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Entropy measures are effective features for time series classification problems. Traditional entropy measures, such as Shannon entropy, use

probability distribution function. However, for the effective separation of time series, new entropy estimation methods are required to

characterize the chaotic dynamic of the system. Our concept of Neural Network Entropy �NNetEn� is based on the classification of special…
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Measuring the predictability and complexity of time series is an essential tool in designing and controlling the nonlinear system. There exist

different entropy measures in the literature to analyze the predictability and complexity of time series. However, these measures have some

drawbacks especially in short time series. To overcome the difficulties, this paper proposes a new method for estimating the entropy of a tim…
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