
 

                                                                                                                  
 

 

   
   Journal of Green Engineering (JGE) 
       

              Volume-10, Issue-6, June 2020 
   

 

 
                      

 

 

 
 

 
 

 Enhanced Intrusion Detection System for 
Cloud Environment Using Machine Learning 

Techniques 
 

1
G.Monika and 

2
Y.Kalpana 

 
1
Research Scholar, Department of Computer science, VISTAS, Chennai, India.  

E-mail: aakinomm@gmail.com  
2
Professor, Department of Computer science, VISTAS, Chennai, India.  

E-mail: ykalpanaravi@gmail.com 

 

Abstract 
 

Tremendous growth in Cloud computing environment brings great happiness 

to the IT sector. Easy access and pay per use are the attractive glimpse 

towards the cloud environment. Users can’t put out the cloud though there 

may be many threatening security problems. This is because they tasted the 

cloud easy deployment anywhere. But the security compliance is not yet 

attained its goal. Cloud has endless boundaries in the field so there is much 

crucial vulnerability arising every time.IDS being a very good solution to 

switch off the vulnerabilities. This paper is going to discuss about the cloud 

IDS which is tested using the feature selection method and eliminates 

unwanted attributes to gain the effective ids. The feature selection takes only 

the essential attributes from the total 42 features to bring enhanced model to 

suit the Cloud computing. The effective ids is found using NSL KDD dataset 

applying on the methods that is MLP and J48 algorithm to bring higher 

accuracy rate to improve the intrusion detection in the Cloud environment. 
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1 Introduction 
 

Nowdays the usage of the cloud computing has increased which also 

brings the different kind of attacks, security issues the other side.  The IDS  

will become the trump card to reduce these security issues and resolve the  

attacks [1].The virtualization environment in cloud computing bring exhastic 

growth in a shared environment as well as the  way to the security issues The 

cloud is used to access our already saved data from various sources through 

the cloud. The cloud makes the user to deploy anywhere at any time. Lots of 

data are transformed among the VMs in cloud and between the cloud service 

providers.  

  There are more chances for the hijackers and internal and external 

intruders to handle the data packets.The IDS would be the right technique to 

deal with these security issues in cloud environment so here in this paper we 

discussed and propose the technique to overcome the security issue in order 

to bring availability, integrity and confidentiality. [1]There are many IDS 

techniques  available but can only apply to the ordinary networks but it is not 

flexible to vital environment like cloud computing. So it is essential for 

researcher to focus on a proper technique to evolve a solution for the cloud 

security issues. 

  IDS can’t play its role easier in the Cloud environment as it has many 

attacks which are predictable and unpredictable. The vast area of cloud in its 

virtualized environment that brings many loopholes for intruders and many 

challenges for the cloud service providers.The IDS is a productive solution to 

identify and withstand these attacks.IDS can be either hardware or software 

systems that capture intrusion detection, alerts the system, log the captures 

info.In this paper we are going to discuss about the Machine learning 

algorithm and they are applied to create an efficient IDS.  

  Then the IDS is tested with cloud dataset to find out the evaluation of the 

IDS.Then the IDS are compared to find out which would be the efficient 

cloud IDS.This paper includes Related literature review, Background of the 

paper with dataset details, features techniques, about the algorithm used, then 

Result and Discussion that has the tools used and results obtained in the 

work, comparing the algorithm’s result and finally the conclusion with the 

future work.   

 

2 Related Works 
 
  There are many works were done by the Researchers to enhance and   

reduce the data attacks. There are many importance given to intrusion 

detection now days due to the global usage of data through internet.This 

could be clear by viewing the below figure which shows the average cost due 

to the crime attacks happened globally Figure-1 [2]  
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Figure 1: [2] Average Costs Due To Intrusion Attacks Happened 

 

  Serpil [2] used Feature elimination method with the random classifier 

and Deep Multilayer perceptron classifier as a deep learning classifier with 

the CICIDS2017 dataset. This dataset has a total of 225745 records with 80 

various elements.This dataset is labelled normal with BENIGN and attacks 

with that particular name. Dataset is splited into two different parts training 

and testing the model with 80% for training and 20% for testing. According 

to the Methods used the whole dataset is reduced and without disturbing the 

accuracy and not decreasing the speed. The deep learning - DMLP gives a 

more useful and reduced dataset by achieving an accuracy of 89%. 

  Priyanka [3] has proposed a model with Neural network based ids and 

then it is compared with j48 algorithm and multilayered preceptron algorithm 

to find out the accuracy.Then the model is used with the Kyoto dataset and 

confusion matrix is created to get the accuracy rate. Then the data is checked 

with starting from 10% and it shows that even with less data the MLP 

Classifier performs as 0.9796% precision better than the J48 Classifier 

0.9463%. 

  Imtiaz [4] created a model based on feature selection classifier and 

implemented on two datasets namely ICSX and NSL-KDD dataset. The 

introduced model has a subset of four features by ISCX dataset and NSL-

KDD dataset takes six attributes from its 42 total attributes .By omitting the 

unrelated attibutes ISCX and NSL-KDD dataset obtains an accuracy of 

99.7% and 99.9%. 
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  Tara Salman [5] has created a model which used two techniques Linear 

Regression and Random forest. Used to detect the of four stages of 

classifications which reduces the error rate. So the overall accuracy for the 

proposed stepwise  attack accuracy is attacks and find out the category .In 

that categorization is 93.6% and detection accuracy is 99%.UNSW was the 

dataset used in this paper .It has 49 features which could bring out 

complexity, to reduce the complexity the  best-first feature selection 

technique is being used. It consists 93.35% whereas the single step attack is 

80%. The proposed method can be used to analyse the anomaly traffic in 

cloud computing and in multicloud environment as well.  

  Jin Kim’s paper has done an AI Intrusion detection model using deep 

neural networks[6]. The preprocessing was done to normalise the data.In this 

he has used the KDD Cup 99 dataset with 10% train data and full dataset as 

test data of 4,898,431 records.He witnessed 99% accuracy with the 

parameters accuracy, detection rate and false alarms.The one drawback is his 

work was not justified with existing work.   

 

3 Background 
 

  In this section, the used dataset NSL-KDD attribute selection was 

performed by Random subset and classification was done by Multilayer 

perception classifier and j48 algorithm which are described as follows   

 

3.1 NSL-KDD Dataset 
  

  This dataset is an improved form of KDD-99. Even though it is a 

developed one of the KDD data set, it suffers from some of the problems said 

by McHugh but not proved [7]. It is mostly considered as an effective 

standard data set which is widely used by researchers to compare between 

the different intrusion detection methods. [8]This is effective than the KDD-

99 dataset and most of the data are reasonable in train and test set.  

  The duplicate form of data is removed in the train and test NSL-KDD 

dataset so ease use for classifiers. No need to reduce or select small portion 

for an effective dataset to apply an algorithm. Already the dataset is very 

clear and produce the good model using the Machine learning for cloud 

computing security [8].NSL-KDD Dataset contains train and test records 

such as 125,973 and 22544 records. The whole dataset can be used fully 

without the necessity to sample randomly. Figure 2 and Figure 3 states the 

successful predicted vales of the NSL-KDD dataset. Figure 4 shows the 

dataset was analysed by 21 classifiers to test the labels and proved it was 

correctly labelled. [9]  
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Figure 2: NSL-KDD test dataset records [9] 

 
Figure 3: NSL-KDD train dataset records [9] 

 

Figure 4: Some data from dataset 
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3.2 Feature Selection Using Random Subset Method 
 

  Feature selection is a supervised learning algorithm to eliminate the 

irrelevant features and produce the accurate results by not imposing high risk 

of unwanted data. 

  Random subset selection is used to reduce cost and the measures the 

whole dataset fast. It randomly selects the relevant attributes from the dataset 

which helps in classification of high dimensional dataset. This algorithm 

generates q subsets which is created from the data set D each has same size 

M. The simple method of random subset selection is likely random selection 

with replacing in which each of the M elements of the subset Si is randomly 

taken from the size N data set separately with probability 1/N [10]. This 

feature selection method random subset is used to eliminate the unwanted 

features and it selects only the 22 attributes from the total 42 attributes shown 

below in the Figure 5.This brings a very good resultant model with the 22 

relevant attributes alone. 

  The proposed method pseudo code as follows: 

  Step 1:     The full feature dataset is an input to normalise the data. 

  Step 2:   Then the Normalized dataset is preprocessed using the Random 

subset method to select the useful attributes 

  Step3:    Preprocessed dataset with selected attributes develops a model 

by J48 and MLP using the dataset 

  Step 4:  Calculate the precision, accuracy, recall and F-value. Proposed 

model J48 and MLP 

  Step 5:     Compare the precision, accuracy, recall and F-value. 

  Step 6:     Select the efficient model 

 

 
Figure 5: Selected Attributes :22 

 

 

 



                                                                                                                  
 

 

 

 

 

 

Enhanced Intrusion Detection System for Cloud Environment Using Machine Learning 

Techniques 2768 

 

3.3 Multilayer Perceptron Classifier 
 

  Multilayer Perceptron is similar as the structure of the neural network 

with exclusive feedforward neural networks. All nodes in the layer in a 

Multilayer Perceptron form a fully connected structure. [11] The three layers 

of MLP input neurons ,few hidden neurons and output layer. Every layer of 

neuron is not considered as actual layer. This paper uses the MLP to find out 

the efficient model for Cloud IDS. In Figure 6 The structure of MLP which 

has single input layer and output layer, then the hidden layer may be single or 

so on. In this every layer contains multiple neurons [12]. 

 

  

 
 

 

 

 

 

 

 

 

 

 

 

Figure 6: Structure of Multilayer Preceptron (MLP) [12] 

     

3.4 J48 Algorithm 
 

  The J48 algorithm is used mostly to get a decision tree based results for 

the corresponding dataset. It can be used as a technique for classification and 

forecast with a representation using nodes and internodes. Split value is the 

essential part of the decision tree algorithm which separates the data into two 

parts one is root node and the other is lead node [13]. Root and internal nodes 

are represented as the test cases whereas the Leaf nodes are considered as 

class variables. This constructs a tree which gives the ranks starting from root 

towards the leaves. This picturizes the result and builds the perfect model. 

The information gain is the important to select the attributes with the highest 

value and selects the perfect attributes very faster which is explained in the 

equation (1). Entropy (S,A) A means attribute with the relation to the number 

of occurrence S.  The Sv v represents value of A attributes. The right side 

value of Entropy(S,A) is exact value of S but the left part is post value of 

after partitioning the S with the A attributes. The information gain is 

explained in equation (2). This act as the abnormal function for attribute 

selection, split information is found by the equation (3). The Si via Sk   

which are the k subsets by the occurrence S by k-number of attributes. [14] 
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Gain(S,A)=Entropy(S,A)–           (1) 

 

    (2) 

 

 

                                                       (3) 

 

 

4 Result and Discussion  
 

  The proposed test was performed in the WEKA tool which was being 

used for Machine learning algorithms. This has been used by the Researchers 

to enhance their work without worrying about the coding part. Many new 

algorithms can be downloaded in weka tool which is also an Open source 

software created by University of Waikato in New Zealand. 

 

4.1 Discussion of the MLP Model 
  
  This Model with the Multilayer perceptron classifier has TP rate as 

93.2% and FP rate as0.87% for normal .For anomaly it detects 91.3% as TP 

and FP rate as 0.68%.Then precision is 89% for normal and 94.5% for 

anomaly.The f-measure is 92.9% for anomaly and 91.1% for normal attacks. 

Figure 8 represents the accuracy parameters that are visualized through the 

graph of the proposed MLP model. 

  

4.2 Discussion of the J48 Algorithm 
 

  The TP rate is 94.7% and 98.2 %, the FP rate is0.18% and0.53%, the 

precision is 97.6% and 96%, the f-measure is 96.1%  and 97.1% for normal 

and anomaly classes. Figure 7 gives the J48 algorithm result tree structure. 

The time taken to test the split is 0.09 seconds and time taken to build the 

whole model is 5.31 seconds. This tree has 171 number of leaves and size of 

the tree is 294.  
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Figure 7: Classification tree of J48 algorithm 

 

4.3 Comparison of MLP and J48 Algorithm 
 
  Let’s see the MLP and J48 algorithm rate to bring out a effective model 

for the cloud computing data security. The MLP FP rate is very high than the 

J48.Then the TP rated for MLP is less than the J48 algorithm. The Figure 8 

gives the accuracy rate of MLP model and the Figure 9 explains the clear 

results of J48 algorithm.The MLP TP rate is 97.7 and J48 is 96.7. Precision 

rate for MLP is 92.2% and J48 is 96.7% so j48 precision rate is high than the 

MLP. These models are compared on the parameter (TP) True positive, true 

negatives (TNs), false positives (FPs), the false negatives (FNs) through 

which the Accuracy is calculated [15]. The most appropriate predictions 

found by the model are the accuracy. (i.e.)Accuracy is the sum of TP and TN 

is divided by sum of TP,TN,FP and FN.Table 1 states the comparison of 

MLP and J48 algorithm.The accuracy is calculated according to the equation 

(4) as follows 

 

Accuracy=       (4) 
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Figure 8: Accuracy rate of MLP model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9: Accuracy of J48 Algorithm 

 
Table 1: Accuracy comparison of MLP and J48 
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  The confusion matrix is one of the parameter for analysis of the model 

which gives the comparison result of predicted class and the original class 

[15]. This is as follows shown in the Table 2. 
Table 2: Confusion matrix [5] 

  

 

 

 

  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10: Accuracy comparison rates of MLP and J48 

   

The above figure 10 shows the clear idea about the effective model the 

accuracy rate tells us that J48 is very effective than the MLP algorithm .The 

correctly classified instances are higher in J48 than the MLP. J48 has 3.3% 

incorrectly classified instances whereas MLP has 7.8%.      

 

5 Conclusion  
 
  The cloud computing is fast growing field and need lots of help in the 

data security so this paper has shown the data security method as IDS and 

effective way to find out a good model to reduce the Intrusion in the cloud 

computing data. The IDS has various way to solve the data security here we 

discussed a two ids methods to bring an effective Cloud IDS. The NSL KDD 

data set is used to test the model and find out the improved model to solve 

the cloud data security issues. The Random subset is used for feature 

selection which played a vital role .The total 42 attributes was reduced in the 

NSL KDD dataset and only 22 attributes was selected using the feature 

selection and which brings a good result accuracy.  
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  The 22 attributes in the J48 model brings 96.66% accuracy which is 

higher than the MLP rate i.e. 92.10%. The error rate is also very less in the 

J48 0.04% than the MLP 0.09%.The attribute selection is very important 

which makes the accuracy rate higher because the effective and needy 

attributes have been selected. So the J48 is effective model than the MLP 

according to the results. Therefore this model can be effective in usage in 

cloud computing security issues. This ML model could be applied in the 

Cloud computing as IDS and achieve the intrusion in the cloud environment. 

The next work will continue to find a very efficient model with different 

cloud dataset and real cloud data by creating cloud environment test bed.                 
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