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Abstract 
In the present world, the healthcare industries demand and costs may be increasing due the high population. It is a huge challenge for 
healthcare industries to analyse and classify disease. The available doctors cannot cover the all patients. The healthcare or medical 
informations are investigating and information management became a huge challenge because the complexity of problems. Data mining 
and data warehousing for Biological or medical problems is one of the most challenging issues in the real world. Human medical 
information are the mainly difficult of all biological information to classify to analyze the problem. In current senario, a number of peer-
reviewed research and reviw articles have deal with different aspects of healtcare data analytics applications. However, the shortfall of 
extensive and methodical clarification motivated us to build a extensive literature review and chalanges on this theme. In this paper, a 
systematic review of the comprehensive literature on healthcare intelligent data analytics. 
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INTRODUCTION
In the recent era of intelligent medical data analysis, data 
development, variety of data formats and minimum time for 
intelligent decision-making are the important challenges for 
healthcare industries are facing. Information is a major 
important asset of the data mining and data warehousing  
organization. Noramlly the organizations are store the all 
information like aquisation of data from patients, disease 
identification, treatments and its transaction related data for its 
future use in analysis purpose. The digital transformation 
provided comparatively inexpensive information storage devices 
helped to store all data in the form of huge data sorage systems. 
Internet is an ideal option for lot of opportunities to transact  and 
deliver the information to the various organization to do 
business and analysis. Data mining and wareousing is a 
procedure that uses a diversity of data analysis methodologies to 
determine various patterns and variety of relationships in 
information that may be employed to construct a valid 
predictions. The datamining process is to mine the useful data 
through the available dataset. Based on the various steps and 
various clusters to find the useful data for valuable decision 
making [1-3]. 

Normally the Data mining find out the databases to search 
hidden patterns and evaluavate the information for better 
decision support through intelligent algorithm. In the medical 
investigational approach, the Swarm intelligence and data 
analytics methods are implemnted to extract resonable 
information from huge collection of patients information for 
better decision making process. 

The Classification alogrithms, clustering methods, prediction 
methodologies and sequence detection types are the various 
classification methos to solve the data mining problems. 
Statistical analysis, machine learning and pattern recognition 
algorithms, decision trees, neural network, rule induction, fuzzy 
sets, bayesian networks, rough sets algorithms and genetic 
algorithms are the various techniques used in data mining 
process. Figure 1shows the Medical data analytics framework. 
Figure 2 shows the Classification of Healthcare/ Medical Data 
Analytics and its applications. 
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Fig. 1: Medical Data Analytics Framework 
 

 
Fig. 2: Classification of Healthcare/ Medical Data Analytics and its Applications 

 

Challenges in Healthcare/Medical System 

There is a  numberous challenges that makes it too difficult for 
efficient implemenation of  health care system to its fullest 
extent. Clinical  or medical data such as disease information,  
patient history,  prliminary vital signs, health progress notes, 
health monitoring imformation and the diagnostic tests results of 
are stored in the database. Clinical information is accessed, 
monitored and maintained by the doctors, nurses, and other 
clinical staff. Based on the information, the doctors  track the 
patient care and to communicate treatment methods and plans to 
the clinical team members.  

In this view, the good healthcare management for increasing the 
efficiency to the society. Information is crucial for collecting and 
transacting  to  all management levels of the health services.  It is 
crucial challenges for patient/client management system, for 
health unit management, as well as for health system planning 
and management [3-7]. 

• The new challenging issues of high-dimensional data are a 
very complicated problem because the system 
representation includes many attributes and its related 
values connected with sparsity and noise problems.  

• The feature extraction methods are used to reduce the 
features in to lower dimensional feature reduced space. 
This feature extraction technique each and every dimension 
of features is compatible to the grouping of original 
features. The feature extraction techniques classified in to 
two major types such as linear or non-linear.  

• The feature selection technique is the important activity of 
finding out a group of significant feature attributes in the 
medical system. The feature selection solving problems 
includes optimization methods, wrapper techniques, hybrid 
algorithms, filtering and statistical methods.  

• The Health care and Medical information go through 
frequently from abnormality and complex problem.  

 

 



INTELLIGENT MEDICAL DATA ANALYTICS: A CRUCIAL CHALLENGES & REVIEWS 
 

                 Journal of critical reviews                                                                                                                                                             39 

 
 

• Missing medical information is to be big threat by either 
unproductive information compilation or lack of 
observation from the hospital to the document. In data 
acquisition issues, most of the patients are unable to check 
with proper manner. In observation with document 
problem, a patient health information is comes under 
negative results.  

• Health information suffers from a noisy problem; due to 
coding inaccuracies, inconsistent naming, conventional 
techniques, etc. Several investigators tend to implement 
Meta heuristic/machine learning algorithms to find more 
robust depiction and to solve the noisy problem.  

• The effectiveness of the automated diagnosis system, 
intelligent diagnosis system and clinical decision system 
demonstration is very less. 

• The medical information system is partial because of too 
many missing attributes of the machine learning system. 
The medical information is a problem must be investigated 
by optimized machine learning algorithms.  

 

 

 

• The healthcare information is normally very noisy because 
of few factors such as coding inaccuracies or error in 
coding, input error etc. 

• Patient education and medical education with past histories 
of patient reports integration is a major problem in the 
database access. 

 
LITERATURE REVIEW 
In order to investigate the management information system  and 
knowledge about implementing mehodoloies are  at  minimum 
levels of hierarchy in the   healthcare system. The table 1 focus 
on the usage  and review of Health Information system. 
 
 
 
 
 
 
 
 
 
 
 

Author Methods Remarks 
Chistianini and 
Shawe Taylor [8] 

Support Vector Machine 
Devoping  hyper plane by Support Vector Machine (SVM) is to classify the data 
points of the medical system. 

Sambasivan et al [9] 
Decision Support 
System 

Extracting and evaluating the  past patient details and  information are stored in the 
database. Then  predictive methods implemented through forecasting, reducing 
time and costs. 

Aditya B. Patelet al 
[10]   

Map Reduce 
programming 

All reports and the  experimental work stored in the database. Then findout the 
optimal solutions using Hadoop cluster. 

Mukherjee, A.  et al 
[11] 

Map Reduce model 
Map-Reduce Frame work is implemented in Big data analytics to classify and  
analysis of large amount of data with hidden patterns. 

Khan et al., [12]  decision tree 
The decision tree is used for predicting, analyzing and classifying the breast cancer 
patient in the large database system. 

E.Avci  et al., [13]  
genetic support vector 
machines 

It is proposed that the  heart valve disease intelligent system using genetic support 
vector machines (GVSM) for better investigational purpose.  

Garlasu D et al [14]   Hadoop technology The Hadoop technology is implemneted in the  process & storage purpose.  

Liu  et al., [15]  BBN 
The health data is clearly analysed and making a better decision support system 
using BBN. 

Er et al., [16] 
Artificial Neural 
Network 

It ia proposed to build a system using Artificial Neural Network (ANN) for efficieant 
analyzing and comparison of  chest diseases.  

Jena  et al., [17]  
Linear Discriminate 
Analysis 

Linear Discriminate Analysis(LDA)  method is used for early warning system in 
chronic disease.  

Moon  et al., [18] decision tree algorithm 
consumption of alcohol and psychological distress problems are  analysed by  using 
decision tree algorithm . 

Shouman  et al., [19] K-NN classifier 
heart disease analysis and diagnosis of heart disease system by using K-NN classifier 
. 

Abdi  et al.,[20]  PSO based SVM 
PSO with SVM model is implemented to investigate the erythemato -squamous 
diseases  

Zuoa et al.,[21]  adaptive Fuzzy K-NN Adaptive Fuzzy K-NN methodologies is used to identify the Parkinson disease. 

Chen  et al.,[22]  hierarchical K-means 
It is proposed that hierarchical K-means technique is used for better analyzing large 
micro-array data. 

Chipman  et al., [23] 
hybrid hierarchical 
clustering approach 

hybrid hierarchical clustering method is used toinvetigate the  microarray data.  

R. Agarwal  et al  [24] Apriori Algorithm 
The Apriori algorithm and association rules (sets of transactions)  implemented in  
medical database.  

Patil  et al., [25] association rules type-2 diabetes patient classification is implemented using association rules.  

Ying  et al., [26] 
fuzzy recognition-prime 
decision 

The relationship between drugs is analysed with proposed data mining association 
approach and fuzzy recognition-prime decision (RPD) model.  

Kai et al., [27] 
clinical decision support 
system 

clinical decision support system for healthcare workers to identify the 
noncommunicable diseases.  

Cervantes et al., [28] binary method 
The simplest is the binary method is used to classify the patient data with significant 
attributes.  

Tanet al., [29] data clustering analysis 
The data clustering analysis technique is  implemented in medical data into variois 
clusters.  

Murphy, [30] Similarity measure 
clustering analysis and  machine learning is used to classify the grouping similar 
objects.  

Shi, [31] brain storm  Health care analysis and classification is done by using the the brain storm 
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optimization optimization algorithm and clustering analysis. 
Nazmul Siddique1, 
Hojjat Adeli, [32] 

nature-inspired 
searching techniques 

The nature-inspired searching techniques  and aSIalgorithm are used for the  
processing  and analysing data. 

Ficici, [33] coevolution 
As a general Swarm intelligence principleis used to find the fitness of a solution with 
in the computational resources along with  time and/or space. 

Kennedy and 
Eberhart, [34] 

PSO  
particle swarm optimization algorithm is used  to solve the continuous optimization 
problems 

Dorigo and Stutzle, 
[35] 

ACO 
The Ant Colony Optimization algorithm is used find out the  short route of the  signal  
transmission in the network.  

Martens et al., [36] 
data mining 
techniques 

swarm  individuals is move through a solution search space and find the optimum 
solution for the data mining task. 

Abrahamet al., [37] 
clustering with 
differential evolution 

data mining concepts is implemnted to find out the single objective for document 
clustering 

Ahmadi et al., [38] particle swarm multiobjective problems soloved by using particle swarm 

Slaney and 
Casey,[39] 

locality sensitive 
hashing 
algorithm 

high-dimensional large database problem is solved by locality sensitive hashing 
algorithm and  to identify the similar entries. 

Lu et al., 2011 [40] 
Particle swarm 
optimizer 

PSO  is used to clustering high-dimensional data for the different problem in the 
datamining task. 

 
CONCLUSION 
The healthcare data analytics area is a new and latest topic. The 
large volume of medical sector information is also incresing day 
by day. Investigating  the high-dimensional health information 
and the multiple aim of the healtcare information are also vital 
role in solving big data problems. In this paper, various research 
articles are  reviewed and the  motivation of using variety of data 
mining and optimization algorithm in healthcare and related 
area. It is also presented the various healthcare and medical data 
with Artificial intelligence are analysed and surveyed with major 
disease. 
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