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Task Allocation and Re-allocation for Big
Data Applications in Cloud Computing
Environments

P. Tamilarasi and D. Akila

Abstract Resource allocation for Big data streams in cloud systems involves select-
ing the appropriate cloud resources. Since incorrect resource allocation results in
either under provisioning or over provisioning, accurate resource allocation becomes
challenging in Big data applications. Hence, the objective of this work is to design
an optimal solution for resource allocation for minimizing the network bandwidth
and response delay. In this paper, a task allocation and re-allocation mechanism for
Big data applications is designed. It consists of two important agents: RE-allocation
Agent (REA) and Resource Agent (RA). The RA is responsible for mapping the user
requirements to the available VMs. The REAmonitors the resources and chooses the
VMs for resource reconfiguration. Then, it dispatches an allocation or de-allocation
request to RA, running in the physical system, based on the varying requirements of
virtual machines. Experimental results show that the proposed TARA has less exe-
cution time and achieves better utilization of resources, when compared to existing
tool.

Keywords Big data · Task allocation · TARA

1 Introduction

Big data consists of large volumes of data generated by various systems in Internet-
based applications. Big data processing and analysis are helpful in designing appli-
cations for social media, business transactions, etc. Big data denotes the mechanisms
involved in extracting, storing, distributing and analyzing huge datasets with various
structures and maximum data rate [1]. Cloud environment provides suitable infras-
tructures for executing huge-sized Big data applications. But, Big data analysis in
cloud environment raises various challenges and issues.
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Scheduling is defined as a set of policies to manage the flow of work which
will be executed by computing resources. But, scheduling more tasks in multi-cloud
environment becomes the most challenging issue in the current research [2].

Task scheduling algorithms need to provide high performance and efficient system
throughput. Since incorrect resource allocation results in either under provisioning
or over provisioning, accurate resource allocation becomes challenging in Big data
applications. Since cloud resources are having different characteristics, it is difficult
to allocate specific resource for each task [3].

The major challenges of task allocation and scheduling involve:

• Selecting the best cloud resources for each task based on their requirements
• Enhance the task completion time
• Reduce cost of execution (in terms of bandwidth and storage)
• Minimize allocation time
• Utilize the idle resources
• Improve resource utilization
• Increased energy efficiency
• Maintaining fairness.

Our research work aims to design a task allocation and re-allocation model which
consists of various servers containing virtual machines (VMs).

In this paper, an optimal resource allocation algorithm to minimize the network
bandwidth and allocation latency is designed.

2 Related Works

The systemdeveloped byKaur et al. [4] determines various data characteristicswhich
are expressed as Characteristics of Big data (CoBa). Then, it dynamically clusters the
cloud resources by applying self-organized maps (SOM). One among these clusters
is assigned to Big data streams depending on its CoBa. Whenever the CoBa of any
stream varies, the allocated cloud cluster is also varied.

The task scheduling algorithm proposed by Abed et al. [5] performs Big data
processing and storing in cloud environments, depending on the user requirements.
To enhance the Big data cloud computing solution, they have used a multi-metric-
based solution. The model constitutes multiple control nodes and compute nodes. It
also consists of a load-balancing algorithm for task scheduling.

To address the problems of cloud-based Big data applications such as perfor-
mance, cost and availability, a multi-objective optimization algorithmwas developed
by Dai et al. [6]. By analyzing the interactions between these metrics, their system
has been designed and implemented in experimental test bed.

A joint optimization algorithm proposed byVakilinia [7] aims to reduce the power
consumed by servers and cost ofVMmigration satisfying the resource and bandwidth
conditions. It also handled the server heterogeneity problem. In the re configuration
phase, VMs of uncompleted tasks may be migrated and new tasks are allocated to
VMs.
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Surputheen et al. [8] have proposed a concurrent VM reconfiguration mechanism
for Big data tool which is MapReduce on virtualized cloud environments. It adds
cores to VMs to execute local tasks temporarily and adjust the computing efficiency
of the VMs to contain the scheduled tasks unlike the traditional schemes which can
lead to user-friendly configuration methods for cloud resources.

A deadline-aware flexible bandwidth allocation for big-data transfers (DaFBA)
algorithm has been developed by Srinivasan et al. [9]. In this approach, the allocated
bandwidth can be adaptively adjusted at any time. The scheduling algorithms apply
batch processing and dynamic scheduling at each interval for each request. They
maximize the acceptance rate and satisfy the deadline constraints.

3 MapReduce Tool

MapReduce is a framework which can be applicable in large parallel data analyses.
In MapReduce model, the calculation considers a set of key/value pairs as input and
output.

It contains two functions for computation: Map and Reduce. The Map function
accepts a pair of input to create a set of temporary key/value pairs,whereas theReduce
function gets a temporary key/values corresponding to that key. It aggregates these
value pairs to generate a tiny set of values.

MapReducewithHadoop implementation employsHadoopdistributedfile system
(HDFS) which stores data and also the interim results. HDFS maps all the locally
stored data to a single file system order enabling the data to be spread at the entire
set of nodes [10].

When a task request is received for scheduling, the VMs should have enough
processing slots for each task. If no such slot exists, the task is rescheduled to a far
away node by transferring the corresponding data. The MapReduce architecture is
shown in Fig. 1.

4 Proposed Solution

4.1 Overview

Our proposed scheme consists of two important agents: RE-allocation Agent (REA)
and Resource Agent (RA). The REA dispatches de-allocation and allocation requests
to the hypervisor based on the physical machine. The RA monitors resource and
chooses VM residing at the cluster which demands resource reconfiguration. Then,
it dispatches an allocation or de-allocation request to RA, running in the physical
system.
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Fig. 1 MapReduce architecture on various VMs

4.2 Resource Allocation

4.2.1 VM Allocation

A VM allocation δ(m1), δ(m2), . . . , δ(mi ) is defined as mapping of server to set a
set of VMs that should satisfy the following two conditions:

1. Each VM should be allocated to at least one server, and no VM is allocated to
more than one server

∪m j∈m�(mi ) = � (1)

�(mi ) ∩ (m j ) = Φ,∀ 1 ≤ y, i �= j (2)

2. For each server, the total resource requirements of its hosted VM do not exceed
its available resources

∑

θ j∈�(mi)

wi ≤ CS j ,∀ 1 ≤ i ≤ y (3)

where Wi is the resource requirement of VMi and CSj is the available capacity
of server.
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4.2.2 Mapping of VMs to Tasks

Let {T = T 1, T 2, … Tn} be the set of tasks to be assigned.
For each task Tj, let BWRj, Dj be the bandwidth requirement and deadline of the
task.
Let TSj be the size of each task Tj

Let {Si = {VMi1, VMi2, … VMim} be the set of VMs on server Si.
Let {Ci1, Ci2, … Cim} and {Ei1, Ei2, … Eim} be the capacities and expected delay
of each VMs on Si, respectively.
Let TimeUE be the time required to execute a task of unit size.

Algorithm-1: Resource allocation by RA

For each Task Tj

1.    Submit Tj to RA
2.    RA extracts BWRj and Dj from Tj
3.    For each VMik on server Si, k=12...m
4.             Estimate Eik = TSj * TimeUE              
5.             If (BWRj < Cik) and (Eik < Dj) 
6.                Allocate Tj to VMik
7.             End if
8.    End For
9.    If( Tj could not find any suitable VM) 
10.         Submit Tj to REA
11.    End if
12. End For

In Algorithm-1, if a task Tj is submitted to RA with task number, task size,
bandwidth required and required deadline), RA compares the task characteristics to
each VM characteristics. If a VM with capacity higher than the required bandwidth
and expected delay less than the deadline is found, it is selected and task will be
assigned to it. If no such VM can be found, then the task request will be forwarded
to the REA.

The REA handles task scheduling under load balancing. Hence, it will check the
VMs on another server apart from Si. If another idle VM can be found on any server,
it canmigrate to that VM such that the traffic load is reduced and number of resources
is minimized. If all are engaged, then the task will be put in a waiting queue. These
steps are repeated continuously.
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4.3 Resource Reconfiguration

In order to process the varying demands on each VM, it may be dynamically recon-
figured. When more number of physical resources are found, each VM is allocated
with more number of virtual CPUs and memory space during VM execution.

The REA monitors the resources and chooses a VM which demands resource
reconfiguration. If the resource requirement W of any VM exceeds the available
capacity of the server CS, then it dispatches an allocation request (ALLOC) to RA.
On the other hand, if the available capacity C of any VM is excess than its demanded
resources, it dispatches a de-allocation request (DeALLOC) to the corresponding
RA.

Upon obtaining requests from REA, RA reallocates the demanded virtual CPUs
to the VM. RA requests the hypervisor of the physical server, to plug or to remove
virtual CPUs for VMs present in the system. Algorithm-2 summarizes the steps
involved in the resource reconfiguration process.

Algorithm-2 Resource Re-allocation 

1. For each VMik on server Si, k=12...m
2. REA monitors VMik at time t
3. If(Wik > CSi) , 
4.            REA send ALLOC to RA 
5. Else if (Cik > Wik)
6.            REA send DEALLOC to RA 
7. End if
8. If(RA receives ALLOC)
9. RA demands hypervisor to hot-plug virtual CPUs
10. Else if (RA receives DEALLOC) 
11. RA demands hypervisor to un-plug virtual CPUs
12. End if
13. End For

5 Experimental Results

5.1 Results

The workload with size 25 GB is input to Amazon Elastic Compute Cloud (EC2) at
a velocity of 50, after every 5 min for the duration of 1 h. The proposed task alloca-
tion and re-allocation (TARA) is implemented on Amazon EC2 compute optimized
c4 large instances. The performance of TARA is evaluated by comparing with the
Apache Storm 0.92 tool using the execution time and resource utilization metrics.
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Fig. 2 Execution times for various task sizes

5.1.1 Execution Time

In this section, the execution time for different task sizes is measured and depicted
in Fig. 2.

It can be observed from the figure that among all the sizes of tasks, the execution
time is lowest when task size is low. Similarly, it becomes highest when the task size
is high. The results show execution times for task are less in case of TARA when
compared to Storm.

5.1.2 Resource Utilization

The results of resource utilization (%) for different sizes of task are measured and
depicted in Fig. 3.

Figure 3 shows the comparison results of both the systems in terms of resource
utilization. From the results, it can be observed that TARA achieves higher utilization
when compared to Storm.
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6 Conclusion

In this paper, a task allocation and re-allocation mechanism for Big data applications
has been designed. It consists of two important agents: RE-allocation Agent (REA)
and Resource Agent (RA). The RA is responsible for mapping the user requirements
to the available VMs. The REA monitors the resources and chooses the VMs for
resource reconfiguration. Then, it dispatches an allocation or de-allocation request
to RA, running in the physical system, based on the varying requirements of virtual
machines. The performance of TARA is evaluated by comparing with the Apache
Storm 0.92 tool using the execution time and resource utilization metrics. Perfor-
mance results have proved that TARA has less execution time and achieves better
utilization of resources, when compared to existing tool.
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