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A genetic disorder in individuals is caused by the inheritance of two alleles from the parents. This review focuses on various techniques that 

are used to diagnose or predict the possibility of a genetic disorder in patients. The conventional methods of prediction of genetic disorders 

use family histories and lifestyle factors, this approach may decrease the prediction accuracy. Therefore, introducing genetic risk score pre-

diction based on SNP will increase the prediction accuracy and reduce the overall screening time of medical history. These predictions are 

done by taking a few samples of blood or sputum from the patient and sequencing the DNA to find the gene patterns. Genetic disorders can 

be caused by both dominant and recessive alleles. The prediction is done by finding the gene in a sequence that is increased or decreased in 

size; this is called Copy Number Variation (CNV). There are many studies focused on finding the correlation between the CNV of two dif-

ferent genomes. Researchers used many techniques to find the correlation between CNVs including machine learning, signal processing 

techniques. We carefully analyzed more than 50 peer-review journals and compared various methods to find the similarity in various tech-

niques.  
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INTRODUCTION 

Our modern science opened a greater understanding of ge-

netic diseases after the discovery of genome sequencing 

techniques to detect mutation variants in the genome. This 

led to an understanding of the correlation between certain 

phenotypes and their corresponding similarities with ge-

nome variants. Due to the advent of parallel sequencing 

techniques, we can find patterns in point mutation and 

whole chromosomal rearrangements. This kind of compara-

tive study shows a better insight into the type of mutations 

and their rate which are causing any particular genetic dis-

order in patients [1].  

After Whole Genome Sequencing (WGS) is done, CNV can 

be found with the help of four different techniques read pair 

and read depth, split read, and assembly-based methods. 

Many software packages are used to read CNV in which 

Break Dancer and Delly found to have sensitivity above 

93% [2]. Either increased or decreased the number of cen-

trioles is the cause of genetic disorders. A most common 

way to group genome-based Mendelian disease is to group 

the genome sequence based on the phenotype and semantic 

similarities. There is more than 7300 Mendelian disease dis-

covered to date [3].  

Genome-Wide association is used to associate variation in 

SNPs with specific phenotypes in patients. This variation in 

SNP in the genome is called Copy Number Variants (CNV). 

Copy number variation is deletion, creation, and duplication 

of a section of the genome which constitutes a genetic dif-

ference between individuals. CNV in the genome has recur-

rent patterns with high mutation. By analyzing the CNV pat-

tern across the genome we can predict the association and 

difference between two different factors. For example, to 

find whether a person with a specific disease has the proba-

bility of getting a certain phenotype, a group of people's 

DNA sequences is analyzed and a correlation value is used 

to find the similarity [4]. 

People with specific phycological disorders show increased 

rates of having other diagnoses as well. Many genes have 

high penetrance in inheriting certain types of cancer [5]. 

Various studies in genetic psychiatric disorders show varia-

ble phenotypic variation across individuals. Observations of 

the genetic diagnostic approach show greater authentication 

in biological validity. This brings us to the importance of 

discoveries in research strategies in the cross between dis-
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eases [6]. Studies in genetic epidemiology show that people 

with first-degree patients with schizophrenia have an in-

creased risk of inheriting BP as well. The heritability rate of 

bipolar disorder and schizophrenia is about 59% and 64%. 

The research shows that the risk rate of full siblings is much 

larger than the half-siblings. The rate of inheriting both BP 

and Sch is about 63% [7]. There are more than 450 SNPs 

that are associated with similarities between BP and Sch [8]. 

Our main aim is to investigate the correlation between ge-

netic patterns and different heritable diseases.  

All the existing studies to detect the manifestation or sus-

ceptibility of the disease are through family lineage with a 

limited genetic marker. These techniques are highly unreal-

istic because the influence of genes in diseases doesn't just 

depend on family lineage. There are many gene target strat-

egies in which each gene that is affected by a particular dis-

ease is analyzed and compared. This type of candidate gene 

association study can be very limiting as it can only focus 

on a particular gene. This disadvantage can be eliminated by 

Gene Wide Association Studies (GWAS) which study the 

pattern of the gene throughout the genome. The basic con-

cept behind GWAS is by studying common genetic variants 

occurring in each SNP of patient affected by disease and an-

alyzing whether that same modification is measured in pa-

tients that are not affected by that disease. This will be used 

to help to mark a particular SNP that affects the most in ge-

netic risk of the patient [9]. This coinheritance of specific 

genes more frequently for a particular effector gene is called 

linkage equilibrium and if the affected gene SNP is far away 

from the effector gene then it is called linkage disequilibri-

um [10].  

After GWAS, with a better understanding of the SNP and its 

effect on particular diseases, detecting a set of a population 

that can pose the risk of inheriting the disease is very im-

portant. This can be done with the help of various Polygenic 

Risk Scoring (PRS) methods. PRS values can be calculated 

for all the types of diseases which can be affected by heredi-

ty. For example, PRS values for the large population of peo-

ple are calculated and the people with PRS values above 

90% percentile in the distribution are given special care and 

prescription. This can greatly increase the healthcare sys-

tem's accuracy and save many lives at the same time [11]. 

These methods need to be analyzed extensively for a better 

understanding of disease diagnosis methods and also to im-

prove the testing methods to save as many lives as possible. 

In this paper, we divided whole risk detection methods into 

various categories and discussed them according to their ef-

ficiency and accuracy, etc.  

 

METHODS 

The are many methods and ways to estimate the ways to 

measure the effect of genetic variants in different diseases. 

Some methods use the whole genome data as a sequence 

and find the association between disease and a gene variant. 

The other types use the correlation between each gene vari-

ant with the disease database to find the similarity value. 

Both of these techniques are credible in their ways. In this 

section, we are going to analyze all the types of studies re-

lated to this field.  

 

A. Genome-Wide Association Studies (GWAS) 

Considering the genetic sequence as a signal to find out the 

pattern is considered effective for dynamic prediction. For 

example, if the objective of computation is to find a specific 

genetic disorder pattern in patients. Catherine Stamoulis 

(2011) used array Comparative Genomic Hybridization 

(aCGH) to find the CNVs across the genome. The author 

used matched filtering method to match two different CNV 

of cancer positive and negative cancer genome collected 

from the ATLAS database with glioblastoma database. The 

proposed approach using signal decomposition methods find 

to have a higher true detection rate when compared to con-

ventional methods. The important advantage of this method 

happens when analyzing large databases [12]. Aiello-Laws 

et al (2011) estimated the cancer risk in patients with the 

help of genetic testing, patient’s family pedigree monitoring 

and health data monitoring, etc. The value of penetrance is 

calculated for mutated genes in the genome and penetrance 

values are used to estimate the genetic risk factor in individ-

uals along with family pedigree evaluation [13]. The vari-

ants in the genes and phenotype are associated with a factor 

called Narrow sense heritability. The heritability can be cal-

culated by calculating the variance of each SNP sequence in 

the array. Studies show that heritability is also affected by 

incomplete linkage and genotyped SNPs and reduced fre-

quency of alleles invariants [14]. GWAS studies are con-

ducted using scripts based on R languages in software like 

PLINK, PRSice, etc. All the data used in the software 

should be either in text format or binary format. Genotyping 

results are stored in the ". fam" file, bipolar disorder values 

are stored in the ". bed" file and the position of SNPs are 

stored in the ". bim" file. This data can contain some errors 

due to the poor quality of DNA samples during diagnosis. 

Therefore, essential QC steps are necessary for accurate 

GWAS analysis [15].  

System genetics approaches are used to find novel treatment 

approaches for various diseases for prescribing precise med-

icine. However, association studies between risk factors and 

disease phenotypes may not be suitable for all situations. 

Therefore, Mendelian Randomization (MR) can also be used 

along with PRS to find the risk of disease. MR method anal-

yses the effect of modifiable exposure of disease in observ-

able environment. This can be analyzed by estimating the 

effect of disease inpatient in family tree-based environment 

studies. The effective use of GWAS studies includes both 

genetic and family environment studies, this will give a bet-

ter understanding of the disease and medication procedures 

[16].  
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B. Quality Control in GWAS  

The reason for some false detection or error in classification 

can be reduced by Quality Control procedures in input data. 

But the main disadvantage of existing GWAS pre-

processing methods are highly intensive in computation and 

difficult. An important aspect of the Quality Control proce-

dure is to check sample identity and pedigree integrity by 

analyzing sex inconsistencies and sample mix-ups in the da-

ta. The data processing is done by adding markers or anno-

tations to the SNP data. Then the SNP with a call rate lesser 

than 95% is removed. Call rate is defined as the ratio of 

SNP in the genome which doesn't have missing data. Then 

there are many steps in QC which are sex check, ancestry 

marker check and duplicate concordance check, etc [17].  

 

C. Polygenetic Risk Scoring (PRS) 

The method of calculating the contribution of a set of SNP 

to a particular genetic disease is called Polygenetic Risk 

Scoring (PRS). There are two types of PRS weighted and 

unweighted. In unweighted PRS the results are found by just 

adding the resultant values of each of the risky alleles. 

Weighted PRS is done with the assumption that each differ-

ent alleles affect the outcome in a very different manner, 

therefore, the weight of each allele is calculated along with 

its risk values to find the resultant PRS values [18]. Both of 

the processes have merits in their way. PRS values are used 

to access the connection between genome variations and 

phenotype in an individual. The basic PRS estimation was 

done by separating the input data into two types test data 

and training data. Both these data contain information about 

GWAS and phenotype association. The data are then pro-

cessed with the help of Quality Control (QC) protocols and 

then the resultant data go through GWAS effect size shrink-

age. Each of the GWAS data is assigned to a target popula-

tion and the value of linkage disequilibrium between SNP is 

calculated (SNP-LP) [19].  

There are certain advantages of using PRS values first one is 

setting up search goals to find the probability of inheriting 

that particular disease and the second one is specific inclu-

sion criteria values can be added to the clinical trials to en-

hance the diagnosis accuracy. The final factor for calculat-

ing PRS values is they can give a basic understanding of 

whether that particular missing inheritance is due to misdi-

agnosis or some other reason. This can improve the total di-

agnosis process [20]. The model accuracy or data accuracy 

in PRS estimation can be done with the help of Area Under 

Curve (AUC) and Receiver Operating Curve (ROC). Basi-

cally, for the study, SNP values that have significant values 

above
85 10 − 

 are considered for evaluation. PRS val-

ue for breast cancer using clinical risk model was performed 

by Yiwey Shieh et al (2016) which shows an AUC value of 

about 0.62 [21].  

 

D. Genetic risk assessment 

The risk assessment of a particular genetic disorder is meas-

ured in factors such as penetrance, copy number variant 

score, etc. Risk assessment is carried out by calculating the 

number of allele variants that are repeated in the genome da-

ta. Jing Tan et al (2020) proposed a method to evaluate the 

risk of 249 autosomal recessive mitochondrial disorders us-

ing the correlation between the central database and gene 

data. The dataset provides alleles frequency of gnomAD da-

tabase that is been compared with single-gene database us-

ing loss function estimation. This data calculated the life-

time risk of individuals from different ethnic backgrounds. 

The average lifetime risk is about 48-4 for 2000 samples 

[22]. Some studies are related to studying the correlation be-

tween neuromotor functioning and autism using genome 

correlation. Fadila Serdarevic et al (2019) proposed a study 

to find the correlation between attention-

deficit/hyperactivity disorder (ADHD) children in a ge-

nome-wide association study. They used a linear regression 

model to find the Polygenic Risk Score (PSR) of individu-

als. These scores are then compared with the autistic trails 

scores, this method is used to find the association between 

neuromotor development and autism in children [23].  

This brings the research to the next stage of finding the cor-

relation between genes and human phycology. The research 

done by Mikaela K. Dimick et al (2019) made a study to 

find the association between some genetic variants and bipo-

lar disorder in young adults. Using multigene risk score 

(MGRS) four gene variants are associated with bipolar dis-

order. The genes showing more association are IL1β 

rs16944, DISC1 rs821577, ZNF804A, and rs1344706. The 

authors also clearly predicted that this result does not predict 

the diagnosis of bipolar disorder in adults [24]. The research 

was done by N. Carmiol et al (2014) focuses on finding the 

genetic factors that are similar for the cause of inheritance of 

both alcohol use disorder (AUD) and bipolar disorder (BD). 

The main aim of their research is to find similar genetic var-

iants in people that are affected by both AUD and BP. The 

researchers used six different phenotypes to calculate biva-

riate polygenic analyses between phenotypic, genetic, and 

environmental variables. The same test was conducted be-

tween age and sex variants in three different bivariate mod-

els. They concluded that there is a genetic correlation be-

tween alcohol use, BD, and drug use [25]. With the use of 

cross-referencing techniques, we can analyze the genetic 

factors and their effect on Bipolar patients. Some techniques 

use both genetic data processing and MRI image classifica-

tion techniques to estimate susceptibility of BP disorder in 

patients [26].  

 

E. Machine learning approaches for genetic risk as-
sessment 

Due to a large number of data human intervention can make 

diagnosis or analysis a little difficult. To fully utilize the 
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computational power of machines many machine learning 

algorithms are used for a better understanding of data. Ge-

netic Algorithms (GA) are used to find the multilocal fea-

tures that are present in the multiple SNP patterns. To re-

duce the search space in algorithm scoring for each promis-

ing gene was given. This will improve the search efficiency 

of the algorithm. In comparison to random search algo-

rithms, GA was found to have higher efficiency in finding 

genes with lesser P-values [27]. Due to the increased under-

standing of genetics using Polygenic risk scores with ma-

chine learning algorithms to predict and prescribe medicine 

is growing in recent years. Machine learning algorithms' 

ability to handle multi-dimensional data increased prediction 

accuracy. This type of prediction increases the efficacy rate 

of drugs, customization of drugs, and dose usage for pa-

tients. In a study, there are about 200 data are considered to 

find the polygenic variance between different SNPs using 

gradient boosted regression tree models. They used both 

machine learning and genome-wide metadata analysis to 

find the polygenic traits in the individuals [28]. 

In cancer detection using polygenic risk, scores are per-

formed by combining both SNP and genome-wide risk pre-

diction. This can improve the accuracy of prediction in 

complex cancer phenotypes. Minta Thomas et al (2020) 

combined both loci-wise and Bayesian genome-wide associ-

ation studies to find Accurate colorectal cancer (CRC) in pa-

tients. They conducted both affected case studies and con-

trol studies for patients to find the correlation in the data. 

But this combination can only find the top 10% of the peo-

ple having similar relative 90% of people found to have no 

connection to study whatsoever. These patients needed fur-

ther investigation down the line to predict with improved 

accuracy [29]. This brings out the next question are machine 

learning techniques effective for the prediction of novel ge-

netic diseases. Researchers have found a tool called DOM-

INO to find the dominant mutation for Mendelian disorders. 

The tool has machine learning to extract genomic data, gene 

expressions, and protein interaction, and protein structures. 

The tool used supervised learning to predict the genomic 

variation and the results are found to have a 0.92 AUC val-

ue. The specificity value of the proposed method is about 

87.4% and the sensitivity value is 80.4% which is better 

when compared to previous techniques [30].  

 

Table 1: Machine learning approaches for cancer risk estimation 

Method Classifier Detected disorder AUC Sensitivity Specificity Accuracy 

Ali Muhamed Ali et al (2018) 

[31] LSTM Kidney Cancer - 0.95 0.94 95% 

Kaishan Tao et al (2020) [32] Statistical 

model 

Hepatocellular 

carcinoma 0.89 0.56 

0.9 

6 - 

Adetiba, E., et al (2015) [33] SVM Lung cancer - - - 95.9 

 

After genetic disorder detection using machine learning to 

predict psychiatric disorder using genome data. Existing 

phycological disorder detection techniques use brain imag-

ing techniques by detecting the change in regions of the im-

age. These imaging techniques are only used for diagnostic 

purposes, but for predicting risk factors genome-based de-

tection is necessary. Many studies show a major connection 

between inheritance and psychiatric disorders. Therefore, 

genome-wide association studies are of the most im-

portance. Schizophrenia, bipolar, and autism diseases genes 

can be analyzed with the help of regression-based analysis 

in machine learning. Genetic data are separated into test and 

training sets and analyzed based on MADRS scores. The re-

gression analysis methods always need a classifier in the 

end to predict the results. The classifiers include Naïve 

Bayes, KNN (K-nearest neighbor), ANN and SVM, etc... In 

SVM the regression data are then split into two different 

models and then classified based on data points. SVM can 

be effective for comparison between two different data set, 

but they are ineffective for overlapping classes in the da-

taset. This makes the classifier ineffective for large datasets 

(Malgorzata Maciukiewicz et al) [34]. Mental health can be 

predicted by the KNN algorithm by finding the distance be-

tween two different data. KNN algorithms can be used for 

both classification and regression-based problems. For be-

ginner’s genome data of test and disease data are clustered 

and K value or distance value from test genome data and 

diseases data are calculated. The final results are analyzed 

by finding the shortest distance between test and training da-

ta. This is an intense based training method as all the com-

putations are done in the training phase itself. The main 

drawback with KNN based classification technique is it 

takes a lot of memory during computation and it is not suit-

able for large and complex datasets (Srividya, M. et al 

(2018)) [35]. Using a convolutional neural network to pre-

dict a pattern in genomic data is not new. Each different 

chromosome data is taken as input in the CNN input layer. 

And the models are trained using a gradient descent algo-

rithm to find the results. CNN can also use classifiers such 

as decision trees and random forest algorithms. CNN algo-

rithms classification accuracy was about 65% with an AUC 

of about 0.56 (Laksshman, S., et al (2017)) [36].  
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Table 2: Machine learning approaches for Phycological disorder risk estimation 

 Method Classifier Detected disorder AUC Sensitivity Specificity Accuracy 

GBT [37] Tree based schizophrenia 0.95 84.9 86.6 85.7 

Data mining [38] SVM Mood disorders 0.52  - - 80.4 

Machine learning [39] KNN and SVM Autism and depression 0.75  -  - 77 

Machine learning [40] Random Forrest and 

KNN  

Bipolar Disorder  - - - 77.4 

Murat Go¨ k et al (2018) 

[41] 

Naïve bayes Autism Spectrum Disor-

der 

0.583 0.902 - 78.31 

 

DISCUSSION 

In this review, we focused on various techniques that are 

used to find the potential risk of genetically inherited dis-

eases. With a greater number of techniques to find the risk 

of disease, there are also some problems of inconclusiveness 

and uncertainty in the results. Improved testing accuracy can 

save many lives, but the maximum sensitivity that is 

achieved currently doesn’t go beyond.95, which is lower 

when u consider this as an important diagnostic method. As 

we discussed earlier many techniques use both GWAS, 

PRS, and as well as imaging and blood sampling methods to 

predict the results. This kind of hybrid method can increase 

the diagnostic accuracy for patients [42][43]. Some tech-

niques use mendelian traits, genome data, and image data 

which happens to increase the diagnosis timing [44]. Some 

studies show that PRS methods can increase depression in 

children who are facing trauma from childhood [45]. Many 

studies focus on randomized control trials, the main disad-

vantage with this study is that focusing on only a particular 

SNP allele is ineffective. Therefore, large-scale GWAS 

techniques were carried out [46]. To make accurate preci-

sion medicine for complex diseases Polygenic Risk Scoring 

methods were used. But the main disadvantage with PRS 

methods as discussed above are they are unidirectional, 

completely independent predictor results and cannot be ac-

countable for complex diseases [47]. These drawbacks can 

be eliminated with the use of machine learning models in 

the methods. These new models are extremely effective for 

large-scale complex databases and reliable for precise diag-

nosis. Machine learning models can be used for both cancer 

risk prediction as well as phycological disorder prediction 

methods. After analyzing all the different types of methods, 

it is evident that each type of disease needs a different ap-

proach for predicting the risk score. There cannot be a sim-

ple one model fits all solution for these problems. Therefore, 

a clear understanding of the type of input and objective of 

our diagnosis should be clear before choosing the correct 

model.  

 

FUTURE SCOPE 

The hybrid methods of using two different data samples for 

analysis can show better results, but the main disadvantage 

with this technology is that it may bring some human error. 

This is because both the data need different diagnostic 

methods to analyze them and there is no common architec-

ture to bring the two methods together. Therefore, in the fu-

ture make these hybrid systems use a universal rule and ar-

chitecture has to be finalized. This can reduce the total time 

taken for diagnosis and also can reduce the output error. 

Machine learning-based models can improve the accuracy 

but at the same time, they also need a very large dataset as 

input for better training. Even after the prediction, there are 

various issues with the interpretation of output data. These 

disadvantages need to be addressed and rectified in future 

research. Association of genetic risk score results and de-

pression in patients cannot be ignored easily. There must be 

some guidelines, structure, and ethical aspects of it also 

need to be framed. 

  

CONCLUSION 

After analyzing various papers on genomic association stud-

ies, it is evident that accurate prediction of different variants 

is the need of the hour. The main problem that arises with 

these different methods is there is no universal framework 

or roadmap that is present for risk prediction models. This 

can greatly reduce the inconsistency and accuracy problems 

in various methods. Analyzing different methods makes it 

clear that there need to be various prediction systems in 

place because of data inconsistency issues. To achieve the 

highest efficiency genetic studies needs to be linked with 

phenotyping studies. Improvement in these methods can 

give a better understanding of the etiology of various genet-

ically caused diseases, which will lead to better accuracy in 

medical treatments. 
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